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Executive Summary

This document surveys the statethe-art and standardization in software-defined, vitrualized mobile
networks, and collects the use cases, basic assumptions and research challenges eslatedetatraffic
and mobility management in the Celtic-Plus SIGMONA project.

The main resource, traffic and mobility management use cases are thénfgpllow
Resource management:

e Resource availability awareness in SDMNs

e Optimized video delivery

Macroscopic-level traffic management :
e Joint traffic and cloud resource management for service chaining in SDMNs
e Coordinated traffic and resource management and efficient routing in SDMNs
e Application-level traffic optimization in SDMNs

Microscopic-level traffic management :
o DiffServ QoS in SDN-based transport and policy control in SDMNs
e Quality of Service/Experience Enforcement

Mobility management
e Extension of legacy solutions for mobility management in SDMNs
e SDN based extensions to LTE/EPC mobility management
¢ Enabling secure network mobility with OpenFlow

The proposed technology solutions and description of introduced funatidnsterfaces of our use cases
is expected to be specified in forthcoming deliverables.
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1. Introduction

Due to the evolution of mobile transmission technologies since GSM to 3@ #&se days high-speed
data services are dominating in mobile networks both in uplink and déwillire traditional voice calls

are only a small proportion of traffic demands.Users expect high-sgeddes both in downlink and in
uplink, independently of their location, and the available access technologi¢enGmoviders, content

distribution networks also require smart resource and traffic marmaeim order to minimize their

transport costs and better utilize network, resources.

Taking into accout data services features, the usage patterns, the usek methibty patterns, and the
utilization of network resources are continuously changing in timdamadion. As the volume of traffic
demands increases, the amplitude of their variations grows as well. §xistimork, resource, traffic and
mobility management mechanisms are too inflexible to adapt to these demands

Therefore, the SIGMONA project will investigate in three topics softwafered networking (SDN),

network functions virtualization (NFV) and cloud-service paradigms, whithenable less human

intervention in network operation, and better utilization of resourcesgieas CAPEX and OPEX, and
additionally more flexibility to fulfil new demands. These demandkimply new business models for
radio access network, transport network and/or core network shating by virtualization of certain

network functions of the mobile network, or by selling whole slicethefmobile network by virtual

network providers (VNP) to virtual mobile network operators (VMNO).

The objective of this deliverble is to survey existing stdtéie-art solutions and standardization for novel
resource management (RM), traffic management (TM) and mobiityagement (MM) techniques in the
above-mentioned environment related to mobile networks, which makef tise paradigms of SDN,
NFV,actually increasigy and wider used for large content and cloud-service providersCamtent
Delivery Networks (CDNs). An important aspect is that the recommended solatigise suitable for
interworking with the untouched network components of the mobtieark.

Integration and optimization of RM, TM and MM within partly SDN-, NFV- andudiservice based
mobile network architectures need that we analyse possible use cases, scedaasicassumptions of
these areas in Software-Defined Mobile Networks (SDMNS).

In Section 2, we survey the related work found in stétie-art. Section 3 summarizes the main use cases
of Open Network Foundation (ONF) and ETSI NFV Industry Specification Graped to RM, TM and
MM. Section 4 collects the main research challenges related to our use cases. The relatenstivet
research topics and the basic assumptions of the SIGMONA project are al#wedessection 5 describes
our use cases and scenarios; finally, Section 6 concludes this delivéyapémdix A summarizes the
commonly used protocols for resource management, while AppendiesBribes the main terms and
mechanisms of QoS control in LTE/EPC.
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2. State-of-the-art

This chapter presents the stafethe-art related to resource, traffic and mobility management in mobile
networks.

e Section 2.1 defines the objectives of resource management, and summarisdstéld problem
areas in regards of resource awareness, slice embedding, cloud resanaggment, video
streaming

e Section 2.2 presents the objectives of traffic management, and the relatesmpesbas in
SDMNSs, i.e., QoS-aware routing, service chaining, QoS provisioning.

e Section 2.3 describes the problem areas of mobility management in SDMNs)fghe-art
mobility management, introduction of virtualization technologies, exigtingosals.

2.1 Resource management

This section discusses the stafehe-art of resource management related to the topic of software-defined
mobile networks.

2.1.1 Definition of resource management

The network is always a shared resource, either outside the server chasssig central cables, switches,
or routers - or inside the chassis - by sharing physical portsprestacks, or just the CPUs that are
handling the traffic by doing checksumming or handling the nétadapter interrupts.

To meet the different service level agreements (SLAs) of the network mersunetwork resource
management is needed. The requirements can be based on available natderkith, the network

latency, or the network data loss rate. While network latency and datatesse typically based on the
network technology that is used and the OS, or in the case of virtualizednements the hypervisor-

specific implementation, the available bandwidth can be controlled by resounegenaent.

2.1.2 Why Resour ce Management isimportant?

Resource management limits access to shared resources, but it alsosmmeatarce consumption and
collects accounting information.

The management of resources is important, because many consumess regources. Consolidating
different workloads on one system often entails combining worklttzatshave different service level
agreements and different needs for throughput, response time, andilityailab

But resources are always limited, and they are shared among mamynereiits on one IT system;
therefore, it is important to restrict access to specific shared resourtat® isgources from being used
by certain workloads, or at least limit shared resource consumption kibads. By doing that, we can
guarantee a service level for each environment or influence its performance.

Without resource management, all workloads would be handled equally, efedraesource requests.

The result could be that one machine consumes so much memory rduntinge that others on the same
system get blocked and important memory requests can no lemgerved, due to no available memory.
Another example of the importance of resource management is thetaldiermine how many resources
should be shown to or seen by the rest of the elements of therketw

An efficient resource management should cover at least the following aspects:
e Prevent entities from consuming unlimited resources
e Be able to change a priority, based on external events
e Balance resource guarantees against the goal of maximizing system utilization

2.1.3 Resource Management on Virtualized Networks

Virtual networks are aiming at better utilization of the underlying infoatdre in terms of reusing a single
physical or logical resource for multiple other network instances, agtpegate multiple of these

resources, in order to obtain more functionality, such as providinglaopresources that can be utilized
on demand. These resources can be network components such a§ switehes, hosts, or virtual

machines. As state, these virtual machines can execute virtual routétsarservice elements, but can
also execute network services such as name mapping systems. Inndttualks, a resource can be re-
used for multiple networks or multiple resources can be aggregatedrtfeal resource. However, to

manage these virtual resources effectively there needs to be a managemeant syste

A key issue in the management of virtual networks is the development of a common control space, which
has autonomic characteristics and enables heterogeneous network technologies, applications, and network
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elements to interoperate efficiently. Management applications need to be adaptive to a rapidly changing
environment with respect to specific network properties, and service or user requirements, as examples.
This implies that management applications and network entities should be supported by a platform that
collects, processes, and disseminates information characterizing the underlying network. An increased
awareness regarding the properties and state of the network can bridge the gap between high-level
management goals and the configuration that achieves them. In this respect, we consider an infrastructure
that manages both information flow and processing within the network as an important stepping-stone
towards this objective.

Key design requirements of an information management infrastructure are: (a) information collection from
the sources (e.g., network devices), (b) information processing that produces different information
abstractions, and (c) information dissemination to the entities that exploit that information. It is common
that such design approaches aggregate information using aggregate functions. Consequently, real-time
monitoring of network parameters may introduce significant communication overhead, especially for the
root-level nodes of the aggregation trees. Information flow should adapt to both the information
management requirements and the constraints of the network environment, one example being: changes in
the information collection configuration.

Such a management system should have to includanagement overlay that collects, processes, and
disseminates information from and to the network entities and rearead applications, acting as an
enabler for self-management and self-awareness functionality. For lexahmp management overlay
could regulate the information flow based on specific characteristics of therketnvironment (such as
the network topology) and performance requirements (such as lowatigtaTo feed all the required and
relevant information into the management overlay there needs to be a ingrstmtem that can collect
such data from probes or sensors in the network environmeirt éme virtual resources. It can then report
that data into the management overlay.

Appendix A provides an overview of main network resource managepmnotocols.

2.1.4 Resources System Modél

A principal consideration of resource management systems is the efficiggrtnaest of resources to
customers. The problem of making such efficient assignments iseeteras theesource allocation or
scheduling problem and it is commonly formulated in the context etlaeduling model that includes a
system model, which is an abstraction of the underlying resources. The systelal provides information
to the allocator regarding the availability and properties of resources at ahingioie. The allocator uses
this information to allocate resources to tasks in otdewptimize a stated performance metric. This
paradigm is useful fdmnigh performance applications, which have tight constraints. Efficient scheduling of
resources is critical in meeting these constraints.

In a distributively owned environment, the owner of a resource haggtiteto define its usage policy,

which may be very sophisticated. For example, the policy may state tHatcarjaun on a workstation

only if the it belongs to a particular research group, or if it iskretwveen 6 p.m. and 6 a.m., or if the
keyboard hasn't been touched for over fifteen minutes and the loadyavsriess than 0.1. Distributed
ownership makes it impossible to formulate a monolithic system moleteTis therefore a need for a
resource management paradigm that does not require such a model and thatatariroan environment

where resource owners and customers dynamically define their ovaianod

2.1.5 Slice embedding solutions

Network virtualization provides a novel approach to running multiple comauvirtual networks over a
common physical infrastructure. F. Esposito, . Matta and V. Isha&&rpfovide an extensive survey on
slice embedding solutions for distributed service architectures. There exist coerigargngs of
virtualized networks, i.e. virtual private networks (VPNSs), overlay nétsyaand virtual networking. In
VPNSs, virtualization is limited to the physical network layer; in overlay neksyovirtualization is limited
to the end-hosts. Network virtualization introduces the ability to accesmga and control each layer of
the current Internet architecture in the end-hosts and the network layer sdrhe time, and construct
virtual network slices, which may be characterized by fundamentally differetatcpi architectures.

Slice is defined as a set of virtual instances spanning a set of physicaicessof the network

infrastructure. By physical resources, we mean mainly processes, storaggtycapomputational

resources, and physical links. The slice embedding problem is essentiallggxfeledback system, which
includes three main steps, i.e., resource discovery, virtual network rgappirallocation, as illustrated in
Figure 1.
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Figure 1 - Slice embedding problem.

Resource discovery involves resource awareness and monitoringeiltesefrom the users requests for
slices in terms of virtual nodes, virtual links, and constraints. Resaliscevery results in the set of
available physical resources, which maximizes a given notion of utility,regarding the distance of the
resources to the given set of requested constraints.

Virtual network mapping involves the complex, NP-hard problem solwfomapping the demanded
resources to available resources. It outputs a list of candidate mappingsenfubsted nodes to physical
nodes and the requested virtual links to candidate physical paths. A mapyatig i§ all constraints of
the virtual networks are satisfied. Such constraints are the numbBUsf Giemory size, physical location
of the node, or delay, jitter, bandwidth of virtual links. The objectivestion used in the optimization
problem of network mapping may also include revenues, which gtemsywill get if the virtual network
requests of specific users are mapped to given resources.

Allocation is the final step, where the virtual resources are indeed assignesl pbysical resources
considering the constraints of the physical infrastructure and user priorities.

These three phases of the slice embedding problem have interactionstaemniglany authors deal with
combinations of these phases, but a unified description of the optimizatidamrskfirst introduced in
[86].

Slice embedding problems can be categorized based on the used constajihgipdynamics and type
of admission control.

Regarding constraint types in the requests, users may or may neseitpgir preferences about node and
link constrains and inter-group or geo-location constraints. The mmetonsider constraints in series or
simultaneously, leading to local or global optimum solutions.

Each phase of the slice embedding problem may have different dynargi¢csh& status updates of each
resource may be collected periodically or on demand. The virtual netwokinggghase may statically

map demands to candidate resources or may move the mappgmgpath migrations or rerunning the
mappings. Mapping may focus only on nodes or links at a tingaitaneously on both nodes and links.
Allocation may be dynamic as well, users may be swapped in or otiievacertain QoS levels.

At the physical infrastructure level, physical resources are limited; therefdmission control is necessary
to avoid violation of resource guarantees for existing virtual network®igsion control is called tentative
admission control, or soft reservation, if the system issues tickets iangithout guarantee that tickets
can be exchanged later with resource. On the other hand hard resourtieakp@aantees can be provided
if the allocation scheme enforces admission to the users by monitogis¢ate of resources.

A problem related to resource discovery and allocation is the resource desiphitem. References in
[86] involve a set of different languages, interfaces to publishseadch for resources as well as data
structures for organizing such information (e.g., RSpec [93], OARP. [

Depending on the use cases, the lifetime of slices may vary frondseeoq., in case of clusten-demand
application) to years (in case of virtual network hosting or leadimg)ices having short lifetime, the slice
creation and embedding time, and slice removal time are not negligible.

Dynamic approaches to network mapping and allocation are also an interestinguaréa the varying
lifetimes and constraints of embedded slice requests. It is evident that staticce assignment for
multiple virtual networks customized to particular applications can lead to underiatilizdt physical
resources.

There exist several dynamic network mapping and allocation approadesliterature, Lu and Turner
[89] apply iterative reassignment of virtual links. Yu at al. [90] take iotesitleration virtual resource
migration operations. Fan and Ammar [91] apply dynamic topology mgggirvirtual networks, without
considering node constraints.
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An interesting proposal to the dynamic network mapping problem is tharbigally Adaptive Virtual
Networks for a Customized Internet (DaVinci) architecture [87]. The DaVinci artlriégeassumes N
different virtual networks, each optimizing their network flows (h@dwidths of virtual paths) based on
their proper utility functions. The dynamism of this approachitigbe periodic reassignment of physical
bandwidth to the hosted networks. For this purpose, there is a ptamization problem, which maximizes
the aggregate utility for the infrastructure provider. The most significantrg®sns in this model are that
physical links are aware of the performance objectives of hosted urtabrks, which may not be
possible in existing systems.

Optimization theory, i.e., maximization of certain utility function, may betthe proper method for
allocation of slices when there are multiple competing entities, which magatalesources to slices. For
such scenario,s game-theoretic approach may be applied during tii@atipphase, such as the colocation
game proposed by Londono et al. in [88]

When a service must be provided across multiple provider networksalcasd coordination of virtual
resource management assuming complete knowledge of the substrate networked invalid.
Furthermore, providers are not happy to share traffic matrices and tgpofogmation with a decision
entity, which also may hinder the usage of previous solutions. Ekiteseveral proposals for distributed
virtual network mapping solutions, which are appropriatthese scenarios. In some solutions [94][@5]
centralized authority is still responsible for partitioning the slices andrdiestration of the mapping of
virtual resource demands to physical resources.

Houdi et al. [96] define a fully distributed virtual network mapping fewt) where three algorithms are
running concurrently at each substrate node, i.e., (1) capacitysootieg and (2) shortest path tree
algorithms providing upe-date information on the topology and available capacities of nodes ard link
and the (3) main mapping algorithm. In [97], Chowdhury et al. desa policy-based inter-domain
mapping protocol, PolyVine, providing hierarchical addressing schemealsirate nodes, advertising
availability and price information via a Location-Awareness Protocol (LEBposito et al[98] propose

an auction-based distributed mapping solution, where a consensus-basedguaraotees convergence
and approximation bounds on the optimality of the embedding.

2.1.6 Cloud resource management

Cloud service providers are often faced with large fluctuating loadshwiirst be efficiently served. In
some cases, when the load can be predicted, resources can be provisimveshde. On the other hand,
for unpredicted spikes auto-scaling is the best solution, where thereo afresources that can be
allocated or released based on demand. There should also be a monitstgng syhich allows e.g., a
control loop to decide in real time to reallocate resources. Auto-scalingpsrsed by Platfronasa-
Service (PaaS) type services, such as Google App Engine, but is compliczded of Infrastructuras
a-Service (laaS) type services due to the lack of standards [99]

Two main types of scaling exist: horizontal and vertical scaling. Vertical séaéms the amount of virtual
machines (VM) of an application constant, and scales up the amount afcessallocated to the VMs,
optionally, by migrating the VMs to a more powerful host machineizdotal scaling is more widespread.
It increases the number of VMs allocated for the service, which oftes wathe increase of the
communication bandwidth of the application.

An application or service should be designed to support scaling. Moduigidibieé applications only
support vertical scaling, arbitrarily divisible applications support horizontal schkmge can be scaled up
and down based on the incoming load.

Cloud resource management mechanisms typically cover subsets fofldliéng tasks: (1) admission
control, to prevent violation of services in progress by accepting additionddoadr (2) capacity
allocation, to allocate resources for service activations. When the states of ialdeydtems chamg
rapidly, locating resources subject to multiple global optimization constiaiat£omplex problem. (3)
Load balancing and (4) energy optimization, by, e.g., concentratingatid¢o the minimum number of
physical servers, and switching the others to standby mode. (5)yQufadiervice guarantees, which are
most difficult to address, and most critical for the future of cloud ctimgp. There are four basic
mechanisms for the implementation of cloud resource management pakciespntrol theory, machine
learning, utility-based optimization and market-oriented mechanisms.

Many papers deal with the implementation of different cloud resamamagement policies including
[100][101][102]. Several papers are concerned with Service-Levelefsgents and QoS. E.g., [103] covers
SLA-driven capacity management and [104] introduces SLA-based cesallocation policies. Dynamic
request scheduling of applications subject to SLA requirements is present88]irafid QoS in clouds is
analysed in [105].
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2.1.7 SDN-based resource management

The Software-Defined Networking (SDN) [161] is a new network &echire paradigm, where the control
plane is completely decoupled from the data plane. TheoiS8&IN is to make “programmable network”,

to allow applications to interact directly with the networla two-way cooperation: the application informs
the network of the desired behavior, the network informs applications igboapabilities.

The Software Defined Networking combines several technologies thatple@ndopen network control
and management plantsfacilitate their participation in broader orchestration structures via API. These
API also facilitate the development of a new rich set of applicationsetnark services.

The main promise of SDN architecture therefore lies in accelerating deplogntergliability of network
configurations.lt can lead to a radical change in the network and cloud of opertterprovisioning
becomes a matter of hours rather than délye overall T agility is therefore multiplied.

The main idea of the SDN architecture is to extract the control planetfi@metwork. In this way, rules
and forwarding decisions are fully delegated to a central body: the SDNInttdvas complete visibility
of the flowsin transitin the network nodes of its domain. It defines according to the algorjibsisoned
by the administrator, the behavior to be applied to each stream: forgatatigingor blocking packets...
An SDN architecture is based on a specific cerftrgpervisor’: the SDN controller, which is the junction
between the north applications and network equipment in the Soutlsotiie interface can rely on the
OpenFlow standard or others.

An SDN controller will act within its SDN domain; the east/west interfaces allowvalterto-controller
communications to ensure E2E flow behaviour.Figure 2 shows a g&mEi@rchitecture:
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Figure 2 - SDN architecture.

SDN architecture as detailed in the figure above is based on a three layer architecture:

Application plane

SDN applications and /or cloud orchestrators interact with the SDN controller via operN®Re that an
application must be made "SDN compatible" by integrating these APIs.

Controller plane

This is the SDN controller, which is the junction between the north applicati@heetwork equipments
in the South. It translates requests made by applications in “language” understandable by the network
components such as switches, routers, wireless AP, etc., whether physicalab. The SDN controller

features a number of directives that control the behavior of network rleimiethe underlying network
within its domain so that the network will provide desired networkatjmsrs
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The controller provides as well performance and anomaly management rignggoSNMP and other
standard protocols.

The controller manages the configuration of compatible devices with withcpte such aOpenFlow to
provide network topology, transmission, quality of service andrtinkhagement.

Infrastructure layer

It contains the network nodes that exchange instructions and informwtiothe control layer through
dedicated protocols. Thus, in a SDN world, network nodes do not hanglement routing protocols,
only a link to the controller issuing its decisions in real time. Itdsatore a quite big simplification change
to nowadays architecture.

An example of such design is the Opendaylight controller as shown iguhesfbelow

;E: II-.‘ra'tn:lifll:lﬁri mmu; ETwe I 3ppheatines, cichesirabon, and seces
and services L

i ‘1}'_:%': |
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mvifches, physical
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Figure 3 — OpenDaylight SDN controller architecture.

In the following section, we describe a video streaming service, where SDiNoesnanagement will
provide management of network bandwidth and delivery of videonssrea

2.1.8 Video streaming application
Video streaming application called BVS (Bull Vidéo Service) is a convergent video transcoder and streamer
which performs on-the-fly and off-line video conversion amdti-protocol delivery
Main caracteristics of the plateform are as follow:
e Support of a wide range of media codec and file formats on CBR oriMBiRand output streams,
e Caching capabilities avoiding multiple transcoding of the same content alléwghgr session
capacity,
e External API to allow access from external application,
e High scalability by modular design.
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Figure4 - BVSVideo Service.
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2.1.8.1 Scopeand context

Video streaming has greatly evolved during the past yBarssolutions were “bandwidth driven” without
adaptative streaming mechanism.

The different steps were seen as follow:

e Content servers were providing a catalog of prepared videos with difféterte encoding,

e The end-users were selecting a given video in this catalog. Video appliwasateciding a given
bitrate (quality) based on end device characteristics. Once chosen, aiga@stream was used
during the whole streaming. In case of lack of bandwidth dutie@ming, video was freezing.

The result of such behavior is an uncontrolled user experience.

Nowadays, adaptative streaming has been introduced. Delivery seflprewtie a set of prepared multi-
rate video formats and adaptive streaming protocol is used by the endewge player to decide which
video stream is played among the available bitrates, depending on obsetwedkrbandwidth during
video playing and end user cache.

The video is still “bandwidth driven” but streaming is more tolerant against bandwidth variation. Video
quality may vary during streaming (adapting to available bandwidttijer for worse or better, video
should never freeze.

A typical architecture is shown in FigureThe end-user experience is better, but a guaranteed quality SLA
may not be reached, as the application has no way to define/control the best thatimetwork.

Current limitations seen by such solution are as follows:

e Video quality delivery is still not fully predictable

e Delivery server scalability is not met: several video delivery platforms atgreelg running on
top of virtual machines and in several data centers in the cloud. \Meertitg ability to select on
the fly the most adequate data center for video delivery,

e Management of network bandwidth and delivery is not met: video dglogarttrol is required.
SDN networks provide APIs to manage the flows in the transport retwo
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Figure 5 - Video service architecture.

2.1.8.2 Use of SDN based capabilities

Application remains the same as adaptive streaming. A new technical sotutioremnable interaction
between application servers and the SDN controller so that distribution locatiotreamdisg paths are
managed within a SDN domain. The following steps describe the scenario:

e End-user is asking for a video inside a catalog, application servers alilkarthe request to :
o decide which set of multi-rate video to serve (min/max bandwidth degeod SLA and
network inputs),
o askthe SDN CTL based on requested bandwidth to define the optimal path.

Figure 6 depicts the communication flows of the application and the controllechieve such behavior
we will focus our research on the following option:

e BVS relies on an SDN controller feature called Affinity service (in case of Openbaylig
controller). The controller is responsible for the computing and the proivig of the path.
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The Affinity concept is based on a model in which SDN controllers digaly provision the network
infrastructure to satisfy workload affinities, lead by external applications. Vénabled it allows
configuring flavored path with the following data models.

e Affinity group that represents end points with L2/L3 addresses,
o Affinity link that represents a set of unicat flows between two end points,
e Affinity attributesthat define “policies” to determine optimal way points routing.

Affinity service is currently limited to a single L2 domain and will beioved in the next Opendaylight
releases. Figure 7 illustrates the Affinity Service in OpenDaylight dtertrd he Affinity Service enables

applications to model their network requirements at the controller. Affindymis a set of enpoint IDs,

such as L2/L3 addresses. Affinity links is a set of unicast flows bettmeeaffinity groups, which can be

uni- or bi-directional. Affinity attribute is a set of policies, primarily determirtime network path to assign,
taking into account performance, service quality, security or otheireaaents. Different policies are, e.g.,
connectivity, least hop count, waypoint routing through single netasmkice point, firewall etc.
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Figure7 - ODL SDN affinity service.
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2.2 Traffic management

This section discusses the state-of-the-art of traffic managemembile networks using SDN, NFV and
cloud-service concepts. The topics cover dynamic routing, service chaapplication-layer traffic
optimization and QoS enforcement.

2.2.1 Definition of traffic management

Traffic management methods may be both necessary and warratite@peration of broadband networks
because of overbooking, i.e., the network capacity requiremerite afcquired services generally far
exceed the available network capacity. Traffic management methods tgatertihe negative effects of
congestion and can contribute to a more fair distribution of scarce nketemources among users.
Moreover, traffic management allows service providers to define servicedeat

Regulation, in European countries, in the US etc, requires transparetioy wétwork, no blocking of
content and no unreasonable discrimination of content. However, somemsppdications (especially in
content delivery) require Quality of Service (QoS) guarantees and data discrimifdteafore, the
regulations of such countries require from providers that Qualitgofic® criteria shall be defined in the
Quality of Service Decree in a detailed manner based on the establishment of the ther@er ratio,
availability, troubleshooting, etc., and various quality target values dieygeod the nature of the service.
Moreover, other QoS target values may also be defined by the servidels,amd not included in the
Quality of Service Decree. The service provider must define quality of sepneaitments in the General
Tems of Conditions [1].

Traffic management can be realized in many ways, all targeting the imaréadficiency of resource
utilization and the provision of contracted service characteristics. Ides]e.g., pricing, renegotiation of
contracts, call admission control, resource allocation, traffic steering, pacleftuog and traffic
priorization, multicast addressing, gating control, and policy management

The traffic management work in SIGMONA project focuses on new ooms in the SDN application
layer / SDN overlay, as well as the management and monitoring laytre fiaralization of service chaining
concepts, resource allocation, traffic steering, packet scheduling ditdariairization, and QoS provision,
on top of partly SDN-based transport network and assuming partlglizgd mobile network functions.

QoS includes monitoring and recording of parametersegtatthe establishment, retention and quality of
the connection. Cooperation with fault (maintenance) management to estaidshle failure of a
resource, also with configuration management in order to changegaumd load control parameters for
links.

2.2.2 Possibletraffic management methodsfor SDN

SDN has the potential to accelerate network innovation by decoupling the contelplhmata plane.
With this architecture, software can be developed independently of thveanard he control plane of SDN
is centralized and sends the control information to the data plane. This archipectides a view of the

entire network enabling the user to optimize the entire network. SDikdace network complexity, hence
it is suitable for sophisticated environments such as a mobile netw@J1[723]. One of the potential main
components of the SDN concept is OpenFlow (OF) [174].

All the control functionality is given to a centralized controller such as NOX][Mé&estro [176], Beacon

[177] and Floodlight [178] in the initial design and implementation ol®i2cause of the simplicity and
flexibility. However, a single controller may not be enough to managewsorietvith a large number of

data plane elements, as the size of the network grows. Contrary toadizeshdesign, a distributed network
operating system can be scaled up to meet the requirements of potantadigvironment, from small to

large-scale networks. Onix [179], HyperFlow [180] and Kandoo ][18%& examples of distributed
controllers.

Existing wireless networks suffer from inflexible and expensive equipmemplex control-plane
protocols, and vendor-specific configuration interfaces. Compaithdvived networks, wireless networks
have some unique features and face significant scalability challenges. For eXasnplese users are
always moving in the wireless networks, there will be a large nunftstate updates generated from the
data plane, which would create big pressure on a central controller. In adt#iamerage response latency
would also increase sharply when a set of base stations communicate witenuote controller
concurrently. Thus, some efforts have been done to apply SDNpterioewireless networks in order to
simplify the design and management. An early attempt to develop a wB&®esplatform with OpenFlow
and NOX called OpenRoads that separates control plane from the datapath is desiggdTihe
OpenRoads allows several different experiments and services to run sgouBnover one physical
network. Bansal et al. [182] propose OpenRadio, a platform that is quste tddpenFlow in the sense
that it aims at achieving a programmable data plane in cellular networks. OpeaRasito provide an
infrastructure to update base stations of wireless systems via software. \Withapiproach, devices must
be collected so that the software can be manually updated. This fréqoaware collection is expensive
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and network software updates are more adequate. [183] propose an SDNtarehitéh local control
agents, which is designed for handling this problem. It is claimed that SD&oplify cellular networks
and lower management costs in this study. In the proposed architéctutecal software control agent
can make simple decisions for a single base station. The centralized cortimlldrexpress and interpret
flows and cellular resources with high-level abstractions rather than IP adoegshysical identities. To
improve the performance of the control plane, some simple actionsodioigs are run on a local control
agent. Unfortunately, the authors do not provide an architectural blueprintragtadir proposal; nor do
they report experimental results.

In [84], the authors proposed an SDN controller for cellular nédsvéCellSDN), which is logically
centralized, and realizes high-level service policy by directing traffic thrauglquence of data plane
nodes. In [85] the authors propose a new architecture called SoftGalkfeellular core network based on
inexpensive access switches, middleboxes and a centralized controller cgntpesilata path for each
user flow through a set of highly distributed middlebox functionfC&dl can be thought as the improved
version of CellSDN. [184] proposed to use SDN principles to redesigrattio access network and called
the study SoftRAN. It is therefore complementary to SoftCell which foaisedesigning the core network
instead of radio access network. In SoftRAN, all LTE network are aiéedrin a centralized way: all the
base stations are abstracted as virtual elements and managed by the logicalycoetryller. [185]
proposed an OpenFlolesed control plane for LTE/EPC architecture, which particularly splits between
the control and data forwarding planes related to the Serving Gateways (SBWisshowed that this
architecture easily ensures the on-demand connectivity service even irsitudition such as network
equipment failure and overload situations. [186] and [187] tryefmeé, model and solve the problem of
applying virtualization, SDN decomposition or a combination of both cdscep the mobile core
gateways. [190] and [78] proposed to virtualize the control plane sitie ehtities of the Evolved Packet
Core (EPC), so they can run in a cloud environment and usepiesand flatter network architecture in
the data plane, following an SDN approach to manage the forwarding and glltawimenefit from
enhanced flexibility. They replaced the data plane of the EPC core by Opeswitahes. In [188] and
[189], an SDN based LTE framework is proposed. The aim of [i£88]provide efficient content delivery
services in the mobile environment and to support easy networkgeraeat. In [189], transport is
simplified with SDN switches and the control plane is simplified by mergirig network elements such
as MME, S/P-GW into a single network component.

SDN has also been integrated to the very dense heterogeneous wirelesissndingse DenseNets have
limitations due to constraints such as radio access network bottlemecksl overhead, and high
operational costs [192]193]. A dynamic two-tier SDN controller hierarchy can be adapted to address
some of these constraints [191]93]. Local controllers can be used to take fast and fine-grained degision
while regional (or “global”) controllers can have a broader, coarser-grained scope, i.e., that take slower bu
more global decisions. In such a way, designing a single integratetbetunte that encompasses LTE
(macro/pico/femto) and WiFi cells, while challenging, seems feasible. @p¢nBn architecture for
software-defined RAN via virtualization was proposed in [194] fetetogeneous wireless networks. In
[195], a heterogeneous scenario was proposed, where Machine tm&@dBM) and LTE interoperation
was examined. SDN has been used to make LTE cellular network imptardo manage and reconfigure,

by introducing new features, and interoperating with other technologiepariicular with M2M
communications equipment. Indeed, SDN will be a key issue also in futurediftbration cellular
networks [196]

As networks become more complex and traffic diversity increases, thikesdpparent need to manage the
traffic carried by the network. The goal of traffic management is to décideto route the traffic in a
network in order to balance several objectives such as maximizing timatigalancing the link utilization
across the network, controlling the bandwidth allocated to competing fitoav$air manner, minimizing
latency and ensuring reliable operations when traffic patterns chamgetsrof the network fail. In the
literature, the people have different architectures to apply SDN into the cellular neasagiken above.
However, they do not say anything on how to manage the netvaific so there is still no standard
mechanism for using these contexts in a software-defined system.

Traffic management has received a great deal of attention within the OpeBBwbmmunity. Agarwal
[78] has considered the traffic engineering problem that is motivatedtcdnaigos where SDNs are
incrementally deployed in an existing network. In such a netwotlall the traffic is controlled by a single
SDN controller. There may be multiple controllers for different parts of tivonketand also some parts of
the network may use existing network routing such as Open ShBa#st-irst (OSPF) which is most
widely used path selection protocol that assigns weights to litks@nputes the shortest path across the
network. They tried to answer the question if it is still possible teffdetive traffic engineering when all
the traffic in the network cannot be controlled centrally by a single SDN controley formulate the
SDN controller’s optimization problem for traffic engineering with partial deployment and develop fast
Fully Polynomial Time Approximation Schemes (FPTAS) for solvingséhproblems. The reason for
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solving the problem as an FPTAS instead of a standard linear programroblem is that the FPTAS is
very simple to implement and runs significantly faster than a gkligar programming solver especially
on medium and large sized problems. [81] presents a novel SDN controlt#adisites the network traffic
types according to the heterogeneous Quality of Service requirementsetingtwork data is separated
into the Constant Bit Rate (CBR) based real-time traffic and File TeaRsbtocol (FTP) based non-real
time traffic. Some crucial traffic flow parameters such as packet deliverynaiiing overhead and delay
are also considered in this classification. [82] propose an efficient algorithjoifit backhaul traffic
engineering and physical layer interference management for a algesoftware defined radio access
networks. The proposed algorithm is a combination of two algorittt,esmax-min weighted-MMSE
(WMMSE) algorithm for minimum rate maximization and the Alternating Direction btktf Multipliers
(ADMM) algorithm that is used to solve the multi-commaodity routimglpem in a distributive manner.
The resulting algorithm is significantly more efficient than the subign&ddased methods. The proposed
algorithm is scalable to large networks since all its steps can be computecethfoion independently
and in parallel across all nodes of the network. In [83], Chanda eteakrira content-centric network
architecture, which is based on SDN principles and implements metadatasgviviees, such as metadata
driven traffic engineering and firewalling, with the ability to parsetent metadata at the network layer.
Entropy theory is exploited to analyze the feasibility of predicting trafficachics theoretically for
software defined cellular radio access network in [19%¢ authors highlight in the paper that “entropy”
offers a precise definition of the informational content of predictions byctiiresponding probability
distribution functions, and it possesses good generality because & matdmal assumption on the model
of the studied scenario. Thus, it is suitable to use the entropy appimacheasuring the traffic
predictability based on certain prior information from history or fregighboring cells.

2.2.3 Joint traffic and cloud resour ce management for service chainingin SDMNs

Existing cellular networks are starting to be insufficient in meeting theasurg traffic demand in part
due to their inflexible and expensive equipment as well as complex and norcagitel plane.
Furthermore, the popularity of cloud-computing based services and applidatiaverthe-top (OTT)
providers has skyrocketed in recent years. For mobile operators, the@xistéhe OTT providers have
resulted in a significant loss of new and existing revenue sourdgls Mé&bile operators have been recently
utilizing cloud-based approaches to implement new architectures that pretiaelefficiency, high QoE
and shorter time to market for innovative services. Added networkgmmgability is expected to boost
the efficiency. Through a combination of Network-Enabled Cloud, SeRsgeider SDN, and Network
Functions Virtualization (NFV) approaches, it is possible for the operators toweeim complexities of
the topology and service creation, and accelerate the process of new seatiom @nd delivery [199]

Today’s network control is concerned with not only the calculation of the end-to-end route for a given flow,
but also, when necessary, an array of inline services, such afr®rdlls, Network Address Translation
(NAT), etc. Inline services can be hosted on dedicated physical hardwareyiotual machines. Service
chaining, as depicted in Figureif required to route certain subscriber traffic through more than ahe su
service. There are still no protocols or tools available for operators tarmpéiéxible, dynamic traffic
steering. Solutions currently available are either static or their flexibility is sigmilffcéimited by
scalability inefficiencies.
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Figure 8 — Service chaining.

Given the rate of traffic growth, continued investment in capadctyfindamental cellular network
functions such as the MME, P-GW, PCRF, etc as well as the inline service® teethanaged carefully.
Dynamic service chaining can optimize the use of extensive high-rrvices by selectively steering
traffic through specific services or bypassing them completely, winittirn, can result in CAPEX savings
owing to the avoidance of over-dimensioning.
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Operators will not immediately shift to a network where all functions willidealized over cloud. New
functionalities need to be in communication with existing network functiodsnable a change over time.
In addition to this, not every functionality will necessarily benefit fnartualization and cloudification.
Therefore, there will be various differesd-ups as depicted in Figure 9.

Figure 9 -Different set-ups of non-virtualized, virtualized mobile network.

Greater control over traffic and the use of subscriber and flow-basediselet virtualized network
functions and inline services can lead to the creation of new offeridgseanways to monetize networks.
Dynamic service (both virtualized network functions and inline servisiegring enables operators to
realize scalable network function components in the cloud while providiegcapability to offer
subscribers access to products such as virus scanning, firewdk®mrtent filters through an automatic
selection and registration portal. This concept of dynamic service chainingEanetworks form the basis
of Ericssons research thrust in SIGMONA and is built on SDN principles.

There is no existing body of work that jointly and dynamicallirojzes the cloud realization of functions
and services and a service chaining route for a given networkRelated work until now concentrates
on efforts of either cloud management or service chaining for SDNorietwBelow, we summarize the
related statef-the art from the literature.

In [200], the authors introduce Dynamic-TEDI, a dynamic realizatiohE®!, which is an indexing and
processing scheme for shortest-path query answering, fod ci@mnagement in SDN networks. In the
proposed architecture, the Cloud Controller interacts with the SDN Netvamtkaller to describe an up-
to-date view of the cloud topology, and the SDN controller in turn compute$idhest-path route. The
route is dynamically adjusted when the Cloud Controller updates the topobgmy

In [201], the authors propose to extend the scope of traffic managérthe end-host network stack for
joint host-network traffic management. The proposed architecture includgscally centralized SDN
controller, HONE (HOst-NEtwork) agents running on each host, and a module interadgtimgetwork
devices. HONE performs monitoring and analysis on streams of mea&siurdata in a programmable
fashion.

An experimental SDNbased testbed is introduced in [202], where three data centers formkenxitty of
single-mode optical fiber. The testbed shows an automatic triggering of liveighation when the server
utilization exceeds 75%. The open source application Ganglia is used forncématiement: monitor
events such as server utilization and available memory and execute the migratmming of a VM. Upon
a Ganglia trigger, the SDN controller automatically provisions the necessaryesniibcthe network and
target data center.

The authors in [203] propose an SDN-based cloud data center architectueettveh8DN controller and
cloud controller communicate for efficient flow- and vm-migration fotimpm throughput and energy
savings in the network. The dynamic migration of the flows asageihe VMs is based on the interaction
between the two controllers, where the cloud controller provides informatid/M-+to-PM map, and the
corresponding network description and the SDN controller provides the nehaaitoring information to
one another. The paper introduces a traffic-aware flow migration withardgnerouting algorithm for
SDN.
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In [204], the authors provide the results of an SDN testbed, where flitehswy in a data center is
combined with long distance optical networking so that rapid re-proingjoand reuse of network
resources in response to changing application requirements becomelepossib

Hong et al. [205] predict the resource requirements such as CPU, banamédibry, etc. across different
applications in a cloud datacenter and dynamically allocate virtual machines tohmestntice level
agreements of applications. The work is claimed to be the first one thatophits resource prediction
across different applications. However, service chaining is not considerf06], authors propose an
SDN based architecture for the orchestration of dynamic resource chaining indekaudenters. The
computing capabilities provided by the servers and communication capabilitiedegirdsy the network
switches are composed dynamically by the orchestrator to ensure less data extleangen virtual
machine deployments.

2.2.4 Application-layer traffic optimization in SDM Ns

2.24.1 TheALTO problem

Application-layer traffic optimization (ALTO) problem arises when someone iserord with better-than-
random peer selection and/or optimization of rendezvous service for applcégiching distributed

content. Typical fields where the ALTO problem occurs are fiepeer networks, content distribution
networks and datacenters.

In peerto-peer networks, peers can exchange pieces of information intimiental way until the entire
content is obtained. When a peer does not have a global view of thelgétwray pick a candidate peer
randomly, which may result in lower quality of experience (QOE).

CDNs distribute content and may cover large geographical areas. With the irgcosasand for streaming
video services, CDN servers/caches are deployed deeper in the network @t isgguice providers,
including mobile network operators. CDN operators elaborated differentiedies to direct the end users
to the best CDN server or in-network cache of operators for appropriatef&yeE for the users.

A third area for ALTO problem is related to cloud services. Cloud servioemrtop of datacenters. Users
should be served by the closest datacenter by a server loaded lightly.elmoagse of virtual private
clouds, the obtainment of proximity measures is more complicateddeettauservice is provided through
overlay networks; servers in the same virtual network maydagdd at different geographical locations.

Gurbani et al. [152] provide a good survey on existing solufionthe ALTO problem. ALTO solutions
can be divided into two categories: (1) application-level techniques to estimatefasaohthe underlying
network topology and (2) layer cooperation. Techniques in 1) eafurther divided to (i) end-system
mechanisms for topology estimation, such as coordinates-basechsypath selection services, link-layer
internet maps, and (ii) operator-provided topological information sesysaeh as P4P [153], oracle-based
ISP-P2P collaboration [154] or ISP-Driven Informed Path Selection [155]

The authors of [152] argue that these techniques have limitations in ééraistraction of network
topology using application-layer techniques, e.g., unable to detect ovatteyshorter than the direct path
or accurately estimate multipath topologies, or do not measure all the relevant noetapprbpriate
selection of the best endpoint. E.g., round-trip times do not reveamafion on throughput and packet
loss. Furthermore, topology estimations may converge slowly toirthe result and applicatiolayer
measurements induce additional network resource utilization.

Hence, there is need of cooperation between application and network laliers, network operators
should be able to provide network maps and cost maps representimgaligtarformancand charging
related criteria.

2.2.4.2 The ALTO protocol

Application-Layer Traffic Optimization (ALTO) protocol has been specifigdAbmi et al. [21] (IETF
RFC 7285) in order to support interoperability between ALTO solutidiifferent vendors.

The two main information elements provided by ALTO service are the netwapkand the related cost
maps. A network map consists of the definition of hostqgspbut not the connectivity of host groups.
The identifier of host-groups is called Provider-defined IdentifdDYPA PID may denote, e.g., a subnet,
a set of subnets, a metropolitan area, a PoP, an autonomous systeset, of autonomous systems.

A cost map defines one-way connections between the PIDs andsaasgpst value to each one-way
connection. It also determines the metric type (e.g., routing cost) andithgpe (numerical or ordinal),
as well as the network map name and version, where the PIDs are defined.

ALTO protocol is based on HTTP and uses a RESTful interface between the ALTO dliesgiraer. The
protocol encodes message bodies in JSON [156]. Several JSON media typepa@sedpiro [21], which
realize required and optional functions. Required functions are the infonmesiource directory, network
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and costmap request and responses. Optional functions of ALTO service areridtgverk and costmap
queries, endpoint property queries, etc.

2.24.3 ALTO-SDN usecase

Gurbani et al. proposed in [151] the application of ALTO service in the SDN applitayiem They argue

that the ALTO protocol is a well-defined and mature solution that providesrfid abstraction of network

map and network state that can be leveraged by distributed services in SDN&.WIEE unnecessary
detail of the underlying networks without unnecessarily constraining applisatience privacy of network
information of network operators and content providers can be preserved

A limitation of the applicatiorof ALTO protocol is that it does not specify network information provision
service. Creation of network and cost maps in the ALTO server shewdtbmated and policy driven.
There is ongoing work for distribution of link-state and TE Infation from BGP routers [157][158][159]

A similar approach should be adapted to SDN networks, i.e., the SDN contsblbeid be able to provide
network information from which the ALTO server derives network st maps.

Xie et al. [19] prepared an IETF draft discussing possible use cases fotepration of ALTO service in
SDNSs. The benefits of the integration of ALTO network information servite$DNs are the following:
ALTO becomes transparent for the end users or the service claiman{emtiyployment cost in the UE).
Due to ALTO information, the ALTO client in the SDN controller can overwrite titeal peer selection
decision of the service claimant entity (e.g. UE). Any flow can bamjeally selected for getting ALTO
guidance and SDN controller provides built-in redirection mechanisms fidgth rewrite rules.
Furthermore, SDN controllers are aware of the topology and state of sextwedkknareas, hence can
provide abstract network and cost maps to the ALTO server.

2.2.5 QoS provisioningin SDMNs

In current networks the decision logic and organization of networtirs and protocols is distributed
and multi-layered, enabling the evolution of each layer, separately. Thas rttak understanding and
management of networks very complex, when network providans to fulfill E-E connectivity and QoS

requirements over different access networks for different services. SDN thigietthis complexity, and

introduces centralized control of the network.

Software-defined network domains could have the following advasitageC. In an SDN-based transport
network, resources can be dynamically shared between services. Nelisgskcan be easily created,
modified and deleted, and rapidly adapted to the demands of user traffic.

When some network elements of EPC are deployed as virtual netwartiohs in datacenters of the
operator, SDNs can sustain connectivity between EPC elements, e.g., when Virtual Machines are “moving”
between or within datacenters. This is possible e.qg., with the vietuaht network (VTN) concept of NEC,
demonstrated within the OpenDaylight project. VTN allows the users to dieimetwork with a look and
feel of conventional L2/L3 network. Once the network is designedTd\, it will automatically be mapped
into underlying physical network, and then configured on the individwitch leveraging SDN control
protocol. The definition of logical plane makes it possible not only to hieledmplexity of the underlying
network but also to better manage network resources. VTN achieves recemmndiguration time of
network services and minimizing network configuration errors.

In SDN networking the Network Operating System (NOS) is in charge of doxgrthe SDN-capable
networking elements (SDN switches) in a centralized way. The NOS has sowtdmlnorthbound APIs
that allow SDN-switches and network applications to communicate over the commtal gdane
provided by the NOS. In order to support multi-vendor environnfen8DN switches and controllers, the
southbound APIs must be standardized. OpenFlow (OF) protocol is wageljed standard for the
southbound API.

The following figure illustrates the operation of an OpenFlow switch.
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Figure 10 - OpenFlow switch [7].

An OpenFlow switch contains multiple flow tables, which implement pipeline progefsinncoming
packets. Each table may contain flow entries. A flow entry contains:

e aset of match fields for matching the packets,

e priority for matching precedence,

e aset of counters to track packets,

e aset of instructions to apply,

¢ the maximum lifetime of the flow entry,

e the idle time beforaflow entry is removed

e cookie set and used by the controller as a group identifier of flows entriesingndtering

queries for flow statistics, flow modification or flow deletion.

An instruction either modifies pipeline processing by sending the packesdttzearthigher number) flow
table, or contains a list of a set of actions. Action set includes the actionsudetedhduring the packet
has been processed by the flow tables. The actions are executed whmatkbt exits the processing
pipeline. Possible actions are:

output a packet on a given port,

engueue the packet to a given queue on a given port,
drop packet,

rewrite fields, such as TTL, VLAN ID, MPLS label,
set other fields.

The second action can be applied QoS service enforcement. It éalled ‘enqueue’ in OF1.0 and

‘set_queue’ in OF 1.3 [7]. Its main purpose is to map a flow to a queue, but also cap S#tnple queues.
The OpenFlow Management and Configuration Protocol (OF-Configl)1[B] defines API for
configuration of SDN-switches.

OF 1.4 and OF-config 1.1 are able to set up queues, using two input pasameter

e Minimum rate: it specifies the guaranteed rate provided for the aggregate hilapped to this
queue. It becomes important when the incoming data rate of egrdsis igher than the
maximum rate of the port.

e Maximum or peak rate: it becomes important when there is available bandwitfth output port.

OF-config and OF do not support hierarchical queueing disciplines, whicheaessary to implement
standard or other per hob behaviors (PHB) specified for DiffServ archgdctescribed later).

Open vSwitch [207] is an implementation of a virtual switch withétme of connecting virtual hosts in
data centersThis implementation alsis a proofef-concept implementation for ONF

Open vSwitch only supports two queueing disciplines: hierarchical tolekeb(HTB), and hierarchical
fair-service queue (HFSC) [7]. These queueing disciplines have muehconfiguration possibilities than
minimum-rate and maximume-rate, such as the maximum queue size BoroHdelay curves for real-time
traffic in HFSC. QoS provisioning in SDNs using OF-switches is stilsiriitfance.

The advantages of queueing disciplines could be more leveraged ifueoiagdisciplines were available,
the establishment of more than one level of QoS class hierarchies was pasdibh®re parameters of the
queuing disciplines were reachable from OF or OF-config.

It is possible to configure hierarchical queueing disciplines in switckexy uheir administration
interfaces. OpenFlow is able to enqueue packets in queues of a multi-levehguaiseipline hierarchy.
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Therefore, more complex than the ones permitted by enqueue action cae alisforiced using SDN-
mechanisms. It is still an open question in SDN that which level of lesihypof QoS configuration would
be preferable.

2251 Meteringin OpenFlow switches

The OF 1.4 specification contains requirements for the implementation wtecedor flow tables, flow

entrys, ports, queuggroups, group buckets, meters and meter bands. Some counteendegary; others

are optional, as given in [7].

An OF controller can set meters in an OF switch to measure some metrics redefledviqgort, queue etc.

It can set meter bands and appropriate actions if the actual measured metriftiks ineter band. Such
actions could be Drop, realizing rate limiting, or DSCP remarking feigaimg the packet to a new
Behavior Aggregate. However, it is up to the implementation of the OF switelther these functionalities
are available.

2.2.5.2 Overview of traffic control in Linux

Figurellillustrates roughly how Linux kernel processes data received fronethvenk. Incoming data is
either directly forwarded to the network (i.e., the host is actingrastar or bridge) or to higher layers of
the protocol stack (i.e., the host is the destination). Network data originatingof passing through the
host is sent to the forwarding function. Forwarding is in chargeleiction of output interface, next hop
for the packets and encapsulate the packets into the appropriate format feerfaednPackets are then
sent to the output interface, which has an associated queueing discipline enablimgotization,
scheduling, policing, and shaping of different traffic classes. Traffitr@dn Linux OS is realized in the
output queueuing phase.

Host is acting as traffic
source, destination

Upper layers (TCP, UDP)
l Traffic control

Output queueing
Input de- Forwarding: Queueng discipline:
Packet — multiolexin » select output interface, classify (filter, police: ok, —» Packet

Hpiexing next hop, encapsulation reclassify, discard),
enque in inner qdisc

A

Host is acting as
router, bridge

Figure 11 — Processing of network datain Linux hosts.

Figure 12 depicts the output queueing process until the packet is sent to the nétweof&ce for
transmission.
classid,

[policing result:
OK, Reclassify, Unspecified]

4
enqueue in gdisc
[based on class id], classify:

Packet = qiscard, [policing by filter, [policing]
outer/inner qdisc]
x requeue

Polling wake up > frccj)?‘r?:?jlijsi —» Packet
events qdisc transmit packet

Figure 12 — Output queueing.

Every interface has a queueing discipline (gdisc) associated. The default qudiseipigne in Linux is
typically the pfifo_fast queueing discipline. It is a classless qdisc dgfthree different FIFO queues with
different priorities. IPv4 packets are mapped to queues based on the prevatlexef the packets given
in the ToS field.

If a packet is enqueued by a classful queueing discipline, then thet paekt be classified. Classification
is possible using filters, which enforce matching rules on specificsfielthe headers of the packet, input
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port etc. Certain filter types can optionally provide policing. They comparehtracteristics of matching
flow to token bucket-based meters. This enables the verification ddlftiment of traffic specification
i.e., whether the traffic source keeps the previously specified paraystensas the max rate, min rate,
burstiness etc. of the traffic flow. The outcome of policing may bepance, reclassification or discard
of a packet. After a match and optional acceptance or reclassification, the pacitasied in the inner
gdisc of the class. Depending on the number of levels of the class hietaistgnqueuing-classification
loop may be repeated as many times as many class hierarchy levels areathefitedpacket goes tugh
these classification levels.

Dequeuing of packets from gdiscs is made in the opposite directioniffinenqgdiscs towards outer qdiscs,
until the packet is dequeued from the outermost gdisc. Dequeueing ismked directly, but polled by
timers or by enqueuing events. When such events arrikie gdisc, the qdisc wakes up and tries to dequeue
the next packet from the corresponding queue. If there are packets uretheethen the following packet

is sent to the interface. If the transmission fails, the packet may tieesérfrom the interface and requeued
in the qdisc.

Traffic policing has multiple ways. One of them is when the filter decideshather the packet is in or
out-profile using token bucket, as described previously. Anotherrogtithat the inner or the outer qdisc
decide to discard a packet from the inner qdisc when a new packetieiedq

Figure13illustrates a one-level classful queueing discipline. The packet arrives in #gnegdigc, which
tries to classify it using a list of filters. The packet is typically digedr if it does not match to any filter
rule. After finding the class for the packet, it is enqueued inrtherigdisc associated with the specific

class.
- —
—> > class g —>

71 filter

filter ™l qdisc
class

filter

Y

Y

qdisc

Figure 13 — A simple queueing discipline with multiple classes.

2.2.5.3 DiffServ QoS architecturein SDNs

In this section, we describe DiffServ QoS architecture, which can fornage dif scalable QoS service in
SDN domains. Packet marking, simple scheduling techniques are suppoi®&Nbgwitches (by flow
rewrite, enqueue action, or switch specific QoS configuration capabilitiesjadtef centralized control,
flow statistics, furthermore the counter and metering functionseobwitches could be used for traffic
policing and bandwidth brokerage.

The DiffServ QoS architecture is defined in IETF RFC 2475 [9]. DiffServiges QoS by assigning
priorities to packets. Incoming packets have to be marked at the edge roatBifiServ (DS) domain
using the Differentiated Service Code Point (DSCP), which determinegithmp behavior (PHB), i.e.,
queuing and scheduling, of packets in the DS-routers within the B&@ido

Service guarantees are based on statistic factors and overbooking of raytdye possible, therefore,
DiffServ can provide relative QoS, and requires bandwidth brokerage functathesradmission control
at the edge of the DS domain for correct operation

The DSCP field is defined in RFC 2474 [10]. Standard per hop bekdwioAssured Forwarding (AF) and
Expedited Forwarding (EF) are specified in RFC 2597 [11] and RP8 PB], respectively. EF causes
low delay, jitter and loss, and can starve other classes. AF defines four dagséswity queueing
discipline, and three queues within each class for different drgpgpaference of packets. Default PHB
means no guarantees, best effort traffic, that can be implemented, e.gtoghtissc fair queueing.

IntServ architecture requires signaling protocols for reserving resourcesttaopath of the flow, hence
packet do not need any mark indicating which class or priority they dpatmnintServ can provide
guaranteed services. IntServ is a flow-based QoS architecture model, it doetenseBeeth the number
of network nodes. DiffServ is a class-based QoS architecture model. It aggtedtefiows entering the
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DS domain according to the behavior, creating Behavior Aggregates, athgeflow state information.
Afterwards clear rules are created and preliminary installed at the routéesafiimg each of these classes.

DiffServ architecture is illustrated in Figutd.

Traffic Conditioning Agreement (TCA):
- BA/MF classification,
- Metering
- Marking
- Shaping
- Policing (dropping)

Per Hop Behavior (PHB):
- BA classification,
- queueing, scheduing

TCA,P CA,PHB
Ingress node Interior node Egress node

Figure 14 - DiffServ ar chitecture.

Differentiated services are extended across a DS domain boundary by establishingbat\8é#n an
upstream network and a downstream DS domain. The SLA may speaket classification and re-
marking rules and may also specify traffic profiles and actions ffictstireams which are in- or oot
profile.

A traffic profile specifies the temporal properties of a traffic stream selbgtadlassifier. It provides rules
for determining whether a particular packet is in-profile oraitprofile. Different conditioning actions
may be applied to the in-profile packets and afyprofile packets, or different accounting actions may be
triggered. In-profile packets may be allowed to enter the DS domain wilinahér conditioning; or,
alternatively, their DS codepoint may be changed. @uprofile packets may be queued until they are in-
profile (shaped), discarded (policed), marked with a new codepoinigrked), or forwarded unchanged
while triggering some accounting procedure.

Traffic conditioning control functions can be applied to a BA to compth the SLA for each traffic
profile. These may include metering, policing, shaping, and packet madsrllustrtated in Figur&b.

Meter

A4

A 4 A 4
Shaper/
Dropper

IP packetd

—— > Classifier Marker

Y

Figure 15 — Traffic classification and conditioning.

Packet classifiers select packets in a traffic stream based on the content of sioneopohe packet
header. We define two types of classifiers. The BA (Behavior Aggredassjfier classifies packets based
on the DS codepoint only. The MF (Multi-Field) classifier selects packets based omltiee 0¥ a
combination of one or more header fields, such as source adtkstsation address, DS field, protocol
ID, source port and destination port numbers, and other inforngt@mnas incoming interface. Classifiers
are used to "steer" packets matching some specified rules to an elemefffaf eanditioner for further
processing.

Traffic meters measure the temporal properties of the stream of packets deyeateldssifier against a
traffic profile specified in a TCA. Packet markers set the DS field pdcket to a particular codepoint,
adding the marked packet to a particular DS behavior aggregate. Shapesodaayr all of the packets
in a traffic stream in order to bring the stream into compliance witkffictprofile. A shaper usually has a
finite-size buffer, and packets may be discarded if there is not sufftuiéier space to hold the delayed
packets. Droppers discard some or all of the packets in a traffic strezntheinto bring the stream into
compliance with a traffic profile. This process is known as "policthg"stream. Note that a dropper can
be implemented as a special case of a shaper by setting the shaper buffezesizador a few) packets.

Ingress or egress nodes at the boundary of DS-domain are responsitdsdification, marking, policing
and shaping, and enforcing PHB of traffic classes. Nodes within theo®D&in are responsible for buffer
management and packet scheduling, i.e., enforce PHB.

Version: Final Page30 (113



SIGMONA D3.1

The implementation of PHB is not standardized. RFC 2474 describes that PHBsariigptdmented by
several mechanisms, including strict priority queueing, weightedueirejng, weighted round-robin, class
based queueing, in isolation or in combination. [13] and [14] prowidietines to implement these PHBs
with different queuing disciplines in Linux and Cisco implementaticespectively.
It is interesting to examine the different DiffServ-related QoS mechanismsli® M¥hich is summarized
in [15]. An important task in network design is to determine a tatgitation level of network links. The
selected utilization level depends on target QoS guarantees, failure handling pddkigsderance etc.
The selected utilization level can be enforced in different ways
e No QoS, aggregate capacity planning: link capacity is adjustegptsted link load. Given a
network topology, and the traffic matrix between the edge nodes, an uita@ohoetwork
dimensioning problem must be solved for shortest path allocation. iDftea constraint to find
non-bifurcating paths.
e MPLS Traffic Engineering (TE): Link load is adjustedattual link capacity. MPLS TE supports
constraint-based routing, i.e, before selecting and reserving a label-switthe(L$P) in the
MPLS domain, the ingress MPLS node examines, whether there aghaesources in the hops
on the path. It executes constrained shortest path finding (CSPF) algoStisharild OSPF TE
extensions aid to advertise actual link attributes.
e MPLS DiffServ: behavior aggregates or traffic classes are defined. Class capacitidpisted
to expected class load. There is a per-class capacity planning.
e MPLS DS-TE: class load is adjustedattual class load. MPLS DS-TE brings per-class dimension
to constrained based routing and per-class admission control. ISIS and OSE{tem&ions
advertise per-class remaining

2.2.5.4 Concluding remarksfor the QoS provisioning capabilities of OpenFlow switches

Current OF and OFconfig specifications recommend the support of HTBSG& queueing disciplines.
The APIs are only able to create a one-level traffic class hierarchy insteadltipiarievel hierarchy
applying a mixture of queueing disciplines, which would be needed terimept standard PHBs.

It can be seen from the QoS solutions for MPLS that for strong elifietion and fine optimization, the
actual load of service classes must be measured and the decision logic mfsthies about the actual
or remaining class capacities dintk capacities.

Another option is that capacities for service classes are provided based on exaffictdience min-rates,
max-rates and other queueing discipline parameters could be set by neamadement.

In an SDN domain, per-class TE advertising functionality of OSPF or 1Sg8tmbt be needed, if the
OpenFlow switches inform the controller about available bandwidth.

2.2.6 Related work concerning internet service quality assessment and automatic reaction

The standardization of mobile networks inherently addresses the f@iatity of Service (QoS) and the
respective service flow handling. The 3GPP defined architecture is called PoliGhanging Control
(PCC) architecture, which started in Release 7 and applies now to the ERablext System (EPS) [165]
QoS services and policy control of 3GPP architecture are summarized in Appendix A

The Policy and Charging Rules Function (PCRF) is being informegt aleovice specific QoS demands
by the Application Function (AF). Together with the Traffic Detection Fundgfi@F) or the optionally
available PCRF intrinsic Application Detection and Control (ADC), traffic fideurt and end events are
detected and indicated to the PCRF. This in turn checks the Subscrimtfi@ Repository (SPR) or the
User Data Repository (UDR) for the permission of actions as well as the BeadingBand Event
Reporting Function (BBERF) for the current state of already established dedicatyd.b&scan be seen
here, the 3GPP QoS control relies on the setup of QoS by reserving dedeztes. These bearers need
to be setup, torn down for service flows or modified in their rezorgservation, if several flows are being
bundled into the same bearer [166]. Nine QoS Class IDs (QCIl) havedbéered by 3GPP for LTE
networks, which are associated with such dedicated bearers. TotidyltilRedia Subsystem (IMS) based
external services and or provider own services make use of this wiekdi€fCC architecture and setup
dedicated service flow specific reservations by means of those beatinar{pmternet services, however,
are often carried in just one (default) bearer without any reservations wnéxperience considerable
quality degradations for streaming and real time services. Thereforeykefevators need to address and
differentiate service flows besides the standardized QoS mechanisms of theHBGPFbased adaptive
streaming video applications currently amount the highest traffic sheee[164]). They need to be
investigated for their application behaviour and appropriate actions shouhnddrporated in any QoS
enhancing framework architecture. An overview of HTTP based stngaservices can be found in [167]
There are many approaches found in the literature, which address spediftesseand potential
enhancements. HTTP Adaptive Streaming Services (HAS) [168] for inst@aceew way to adapt the
video streaming quality based on the observed transport quality. Otheaelpgs target the increasing
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trend of Fixed-Mobile Convergence (FMC) and network sharing conogpish inherently require the
interlinking of PCRF and QoS architecture structures and mechanisnma gs¢e69]). This architectural
opening is particularly interesting for the interlinking of 3GPP and3®RP QoS concepts, but has not
yet been standardized for close QoS interworking. The proposed intergvak WiMAX and LTE
networks [170] and the Session Initiation Protocol (SIP) based Next Geneatavork (NGN) QoE
Controller concept [171] are just examples of the recent activities in the Tieéd ISAAR framework
presented in this paper follows a different approach. It aims for servicaiffakentiation either within
single bearers without PCRF support or PCRF based flow treatmentitrgggedicated bearer setups
using the Rx interface. This way it is possible to use ISAAR as a standalutien as well as aligned
with the 3GPP PCRF support.
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2.3 Mobility management

This section discusses the stafehe-art of mobility management, including existing IP mobility
management solutions. Main characteristics of mobility management schenties following:

e centralized, distributed user and control plane, or partially distributed wihetheruser plane is
distributed, but not the control plgne

e static (always on, also when there is no need for IP mobility nesneigt) or dynamicof
demand/need)

e supported mobility types: terminal, network, flow, session mgbilit

We also present statd-the-art of introduction of virtualization techniques into existing modavork
architectures, and particularly the influence of virtualization on the mobilapagement. Finally, we
discuss separately a HIP-based mobility management scheme, which isrey pectially distributed
mobility management solution for HIP-aware mobile nodes.

2.3.1 Definition of mobility management

Mobility is one of the most unique characteristics of future’s convergent architectures but this promising
feature also introduces a whole bunch of new challenges to the origi@aldt. Mobility protocols are
needed to allow mobile terminals to change their Internet points of attachvhdat continuously
maintaining reachability and ongoing communication sessions in the wédeg of different scenarios
and types of mobility. In order to achieve this, location informatiomaving devices must be seatand
updated in the networklowever, such support was not included as a feature in the ofi@®4dlP protocol
stack because the legacy Internet was designed for fixed devices; mobilitgdamtue added later to the
IP infrastructure

When considering mobility management, at least two main types of mabibityld be classified. On one
hand single mobile nodes have to be taken into account (i.e. hostimalermbility). This kind of mobility
allows a node to maintain ongoing communication or commence/receive imc@E®dsion requests
independently from its network point of attachment. On the other hawlaijity should not be limited to
single moving terminals: data communications within entire mobile netwoodksng between different
access points need to be managed as single entities (i.e. network ndHilgykind of mobility requires
at least one central entity in a moving network in order to hide the insidatioper

The emerging wireless technologies introduced several other typeasbdityn We can talk about device-
centric, low-level mobility including ad hoc mobility (mobile nodes arehmahle and routable in ad hoc
structures) and mode mobility (nodes can interchange between ad hocrastuicfure modes). There is
a high level user-centric mobility consisting of personal mobility (@ige, address for many different
terminals), session mobility (communication sessions are interchangeabéz=hetervices) and service
mobility (services are maintained during the movements).

The appearance of heterogeneous networking and multi-access devicagatdradother classification:
managing mobility between different types of access networks [EMITS to WiFi) is called “vertical
handover”, while “horizontal handover” is the case of mobility between homogeneous networks (e.g., when
a UE leaves a cell and enters another one in a 3G network). (Please note tbfihitiendf horizontal
and vertical handover is little bit vague. E.g., a handover from a 8)2V1AN link towards an 802.11b
link can be considered as either a vertical or a horizontal handover, depemttiegpoint of view.)

However, one thing is surely the same either talking about hostwonketvertical or horizontal, or any
other kind of mobility: wireless networks cover a definite geographieal emnsisting of several different
domains. Deriving from this, mobile nodes can change their poattazthment to the network basically in
two different ways. In the first case users can move inside a slogiain, which is usually referred as
intra-domain mobility. In the second case users can roam betwésamt domains, which case is called
inter-domain mobility. Usually, domains are aggregated and a speciat@irt responsible for the local
mobility management of this group of domains in order to défetrand seamless handover control over a
limited geographical area. In such cases, we speak about micromadilitythe aggregated group of
domains is called micromobility domain. Micromobility protocols are desidgaeénvironments where
mobile terminals change their network point of attachment so ofteththgeneral mobility management
protocols (i.e. macromobility solutions) originate excrescent overheaideifective operation.

When multiple access technologies are simultaneously available for ntnget resources, the user can
dynamically change between them. This is the so-called multihomingewws, using such situation raises
the problem of how packets should be distributed among available ieterfiche user runs several
applications with several flows, each flow has its own criteria which usuoalyradict each other.
Multihoming and mobility can be controlled on the terminal/host leves (thicalled per-host, or per-
terminal mobility), but also the connection of each communication fldvamslled independently (this is
called per-flow or per-application mobility).

Version: Final Page33 (113



SIGMONA D3.1

Expected huge data traffic growth creates scalability requirements that might leaate distributed
network architecture. Distributed and flat mobile networks not only reqoiel rarchitectural design
paradigms, special network nodes and proprietary elements with pegnéiiofs, but also require certain,
distinctive mobility management schemes sufficiently adapted to the flat fvapevation by being
distributed in nature. In fact such distributed mobility managemenhanéms (DMM) and the relating
methods form the key routines of the future mobile Internet designs.

2.3.2 Introduction tovirtualization in technologies supporting maobile broadband networ ks
/ mobile services

LTE/EPC is a fit-for-purpose closed architecture based on 3GPP-standarderéacés, where every
functional block and entity performs a specific set of functions, and &fetie interfaces likely runs a
unique protocol and owns a unique definition. Evolution of mobiladivand networks within such a
strictly bound framework has several barriers. On one hand, opetawe to struggle with higher
CAPEX/OPEX expenditures in an age when average revenue per user is catyinieareasing. On the
other hand, the high level of specialization of each EPC building blockf(#lem strictly defined to
operate in and only in EPC architectures), has seriously limited the flexibilitymenness. These HW/SW
elements very rarely can be extended using open interfaces oifAI®perator wants to implement new
kinds of network services to its users, existing equipment will roatige much help when developing and
deploying such services.

After recognizing the above issues, telecommunication system operatted &iane-build their networks
by eliminating specialized hardware elements, or proprietary boxes and iesedter several years of
practical experience with heterogeneous pools of generalized hardware cotspongtdleware
architectures, application and service provisioning frameworks, wireless ditk roperators are fully
aware of pros (high level of infrastructure centralization, control the emwaiznt, keeping evrithing
patched and maintained, automating activities, cost efficiency, etc.) anflexdnscal difficulties, security
issues, cooling and ventilation, etc.) of managing large-scale computirgiceade infrastructures. This
drives the expectation that mobile network operators will increasingpt &ittualizatior?, softwarizatiof
and cloudificatioft based approaches within their infrastructures in order to streamdiimeofierations,
control CAPEX/OPEX, optimize handling of user traffic, and address the challenges

2.3.3 Maobility Management State of the Art Technologies

This section introduces the needs for evolving actual mobile netande applied mobility management
technigues towards a more distributed solution, eventually being able to operaietualized
environments.

2.3.3.1 Distributed M obility M anagement

Novel design paradigms of mobile networks not only need innovatitireimrchitecture in the form of
functional distribution, softwarization, virtualization and cloudification, but also ademcertain,
distinctive mobility management schemes sufficiently adapted to the noviééerate. The importance of
this research area was firstly discovered by the creation of a new IETwarking group called
Distributed Mobility Management (DMM) [55] [54] in August 2010, forigia fully operating working
group a year after aiming to extend IP mobility solutions for nsoedable networking architectures of
distributed, flat and ultra flat network designs. These technologies can be cethsidethe predecessor
technologies for SDMNs.

Mobility management solutions nowadays rely on hierarchical and cendralizkitectures, which employ
anchor nodes for mobility signaling and user traffic forwardin@G@nUMTS architectures centralized and
hierarchical mobility anchors are implemented by the RNC, SGSN and GGSN hatlésridle traffic
forwarding tasks using the apparatus of GPRS Tunneling Proto@®!)(Ghe similar centralization is
noticeable in Mobile IP (MIP) [23] where the Home Ageah anchor node for both signaling and user
plane traffiec administers mobile terminals’ location information, and tunnels user traffic towards the
mobile’s current locations and vice versa. Several enhancements and extensions such as Fast Handoffs for
Mobile IPv6 (FMIP) [24], Hierarchical Mobile IPv6 (HMIP) [25], Multiple Care-Afldresses (MCoA)
Registration [26], Network Mobility (NEMO) Basic Support [27], Dual-Stiktibile IPv6 [28], and Proxy
Mobile IPv6 (PMIR/6) [29], were proposed to optimize the performance and broaden the casabilit

2 Creating a virtual version of some networking or computing resource
3 Mature and highly integrated programmadbility at all levels of the infrstructure

4Trend of programs having migrated from local installations to temesources requiring online connection at all
times
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Mobile 1P, but all of them preserve the centralized and anchoring nature oigimalcscheme (please see
Figurel6 and Figurel7 for details of MIPv6, NEMO/MCoA and PMIPV6).

e i i bt Y i r=x Cimin gber ischmem : @@m'l Hil,
g g kA e T e m&}_‘ LTt % L,
] g -piﬁ' ="‘~ i -
= B
B

ol e
e

BT s ks ds Lodi] will
15 5 bt 8 ks | SRR o N0 R
1 e sl ba ! | AR P T B e
T e Bl Upebild [Cof F Hiskh
Carmes” Vo bl {28 T T I‘ i reling, Ackreyrnds prent
s " i By
[ a1 PRI TopERdS IDoVE TRO |
Wi S T e 1
o LR L i Do wwol B AR ke
grden iubigees dont e
B i rawrrs i Dahr |
¥ = T Fsmiatan g krrud

re=u L= r- R

Figure 16 — MIPv6 and NEMO M CoA ar chitecture and operation [72].

There are also alternate schemes in the literature aiming to integrate IP-based mabditpls into
cellular architectures and to effectively manage heterogeneous netwdrkspedial mobility scenarios.
Cellular IP [30] introduces a gateway router dealing with local molilaipagement while also supporting
a number of handoff techniques and paging. A similar approach isathdoff-aware wireless access
Internet infrastructure (HAWAII)31], which is a separate routing protocol to handle micromobility.
Terminal Independent Mobility for IP [32] combines some advantages €ellular IP and HAWAII,
where terminals with legacy IP stacks have the same degree of mobiktyréisals with mobility-aware
IP stacks. Authors of [33] present a framework that integrate® 8Media Independent Handover [34]
and Mobile IP for network driven mobility. A similar frameworktie Access Network Discovery and
Selection Function (ANDSF) specified in 3GPP TS 23.261 [38] and 2332)2dr EPS. However, these
proposals are also based on centralized functions and generally rely @n 8itilar anchoring schemes.
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Some of the above solutions are already standardized [35] [36] [335f@nd beyond 3G architectures
where the introduced architectural evolution is in progress: E-UTRANIVEd® Universal Terrestrial
Radio Access Network) or LTE (Long Term Evolution) base stationsdeB&) became distributed in a
flatter scheme allowing almost complete distribution of radio and handortrokcmechanisms together
with direct logical interfaces for inter-eNodeB communications. Here, traffiwafoling between
neighboring eNodeBs is temporarily allowed during handover events prguittra-domain mobility.
However, traffic forwarding and inter-gateway mobility operations remaitralezed thanks to S-GW,
PDN-GW, Local Mobility Anchor and Home Agent, responsible for maintainmaigsavitching centralized,
hierarchical and overlapping system of tunnels towards mobile nodes. Aleading with Local IP
Access (LIPA) and Selected IP Traffic Offload (SIPTO) extensions f]dannot completely solve thi
issue: mobility management mechanisms in current wireless and mebilerks anchor the user traffic
relatively far from users’ location and make it hard to eliminate the centralized network build-up. This
results in unscalable data plane and control plane with non-optimal roueelsead and high end-end
packet delay even in case of motionless users, centralized context maintsimghe@oint of failures, and
no natural possibilities for virtualization. Anchor-based traffic forwardamgl mobility management
solutions also cause deployment issues for caching contents near the dstor aoftware define
networking.

To solve all the problems and questions like non-optimal routes, nanadityi in evolved architectures,
low scalability of centralized routing and context management, singh gidiailures, mobility signaling
overhead and wasting resources to support mobile nodes not needirityrsopport [73] novel mobility
management approaches must be envisaged, applicable to intra- aridcimetogy mobility cases as
well.

2.3.3.1.1 Main scenarios of distributed mobility management (DMM)

The basic idea is that anchor nodes and mobility management functiameless and mobile systems
could be distributed to multiple locations in different network segmentseghmobile nodes located in any
of these locations could be served by a close entity (Fif)re

A first alternative for achieving DMM is core-level distribution. In this ecamobility anchors are
topologically distributed and cover specific geographical area but still remaie aotb network. A good
example is the Global HA to HA protocol [42], which extends MIP and NEM®Grder to remove their
link layer dependencies on the Home Link and distribute the Home Ageb&yém 3, at the scale of the
Internet. DIMA (Distributed IP Mobility Approach) [43] can also be coesid as a core-level scheme by
allowing the distribution of MIP Home Agent (the normally isolated cergealer) to many and less
powerful interworking servers called Mobility Agents (MA). These newesotlave the combined
functionality of a MIP Home Agent and HMIP/PMIP Mobility Anchor Pointee administration of the
system of distributed MAs is done via a distributed Home Agent ovéalalg structure based on a
Distributed Hash Table (DHT) [44]. It creates a virtual Home Agent cluster witlibdiged binding cache
that maps a mobile node’s permanent identifier to its temporary identifier.
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Figure 18 — Different levels of functional distribution in DMM schemes [73].

A second alternative for DMM is when mobility functions and anchors atrébdi®d in the access part of
the network. For example in case of pico- and femto cellular accesmestt could be very effective to
introduce Layer 3 capability in access nodes to handle IP mobility raanesng and to provide higher level
intervention and even cross-layer optimization mechanisms. The conddpT8 Base Station Router
(BSR) [45] realizes such an access-level mobility management distribciiems where a special network
element called BSR is used to build flat cellular systems. BSR merges the SGSN, RNC and NodeB
entities into a single element: while a common UMTS network is built from aoptéetf network nodes
and is maintained in a hierarchical and centralized fashion, the BSRaiete@tl radio access and core
functions. Furthermore, the BSR can be considered a special wireless edgehat bridges between
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mobile/wireless and IP communication. In order to achieve this, mosilgport in the BSR is handled at
three layers: RF channel mobility, Layer 2 anchor mobility, and La&yBrmobility. The idea of Liu Yu et
al. [46] is quite similar to the BSR concept. Here a node called Access Gate@d) (4 introduced to
implement distributed mobility management functionalities at the access legakhidte flat architecture
consists of two kinds of elements, AGW on the access networkasdléerminals on the user side. Core
network nodes are mainly simple IP routers. The scheme applies DHToe#D Eeparation: each mobile
node has a unique identifier (ID) keeping persistent, and an IP addresddeased(Loc) changed by
every single mobility event. The (Loc,ID) pair of each mobile is storeilén®GW nodes and
organized/managed using DHTSs. [74] also proposes an access-levehsojutimving the HA functions
to the edge of the network, being deployed into the gateway routénéndmcess routers called Distributed
Anchor Routers (DARs). This scheme (Figut®) also introduces dynamicity into the mobility
management. In cases when the MN wants to keep the reachability afroneedP addresses it obtained
from a previous DAR, the MN has to involve its MIPv6 protocol stackending a Binding Update to the
DAR where the IPv6 address is anchored using the address obtainethdéraorrent DAR as caref-
address. If the provision of session continuity is not needed, tRe@vibased operation will just skipped.
Note that this decision is dynamic and can be done even on an applicatiaiidasie system will deal
with handovers for a VolP application, but will skip this operation fol FTveb browsing).

A third type of DMM application scenarios is the so-called host-levpkerto-peer distributed mobility
management where once the correspondent node is found, commurpegtisgan directly exchange IP
packets. In order to find the correspondent node, a special informati@n sergquired in the network,
which can also be centralized or distributed. A good example fotdwadtschemes in the IP layer is MIPv6
which is able to bypass the user plane anchor (i.e., Home Agent) dueotatét®ptimization mechanism,
therefore providing a host-host communication method. Etatend mobility management protocols
working in higher layers of the TCP/IP stack such as Host Identitpétio(HIP) [47] [47], TCP-Migrate
[48], MSOCKS [49], Stream Control Transmission Protocol (SCTP) [@0Eession Initiation Protocol
(SIP) [51] can also be efficiently employed in such schemes.
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Figure 19 — A good example for access-level distribution of functions Flat Accessand M obility
Architecture[74].

2.3.3.1.2 Methods for distribution of mobility functions
Mobility management functions can be distributed in two main ways: pariadiyfully.

Partially distributed schemes can be implemented either by distinguishimdjreigand user planes based
on their differences in traffic volume or end-host behavior (i.e., trdyuser plane is distributed), or by
granting mobility support only to nodes that actually need it (i.e., acesdigtuate mobility event), hence
achieving more advanced resource management. Note that these two appregcilss e combined.

Today's mobility management protocols (e.g., Mobile IP, NEMO BSPangy Mobile IP without route
optimization) do not separate signaling and user planes which meand tattedl and data packets
traverse the centralized or hierarchized mobility anchor. Since the vofunseroplane traffic is much
higher compared to the signaling traffic, the separation of signaling @&ndplames together with the
distribution of the user plane but without eliminating signaling ancbansstill result in effective and
scalable mobility management. This is exploited by the HIP based Ulefed52] [53] where a relatively
simple inter-UFA GW protocol can be used thanks to the centralized Hiflinigplane, but the user plane
is still fully distributed. Mobile IP based DMM solutions also rely on the adgastaf this partial
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distribution concept when they implement route optimization, hence separditel ackets from data
messages after a short period of route optimization procedure.

The second type of partially distributed mobility management is bastrek @apability to turn off mobility
signaling when such mechanisms are not needed. This so-called idynahility management
dynamically executes mobility functions only for mobile nodes that arelfcsubjected to handover
event, and lack transport or application-layer mobility support. lh sases, thanks to the removal of
unwanted mobility signaling, handover latency and control overheadbeasignificantly reduced.
Integrating this concept with distributed anchors, the algorithms siipgpdynamic mobility could also
be distributed. Such integration is accomplished in [54] [55] where@ititooduce and evaluate a scheme
to dynamically anchor mobile nodes’ traffic in distributed Access Nodes (AN), depending on mobiles’
actual location when sessions are getting set up. The solution’s dynamic nature lies in the fact that sessions

of mobile nodes are dynamically anchored on different ANs dependirige IP address used. Based on
this behavior, the system is able to avoid execution of mobility mamagefunctions (e.g., traffic
encapsulation) as long as a particular mobile node is not moving. The negiouailtaneously dynamic
and distributed, and because mobility functions are fully managed atc¢kss level (by the ANS), it is
appropriate for flat architectures. Similar considerations are applied in [56] foritvV{i¥] for HMIP and

in [58] for PMIP. The MIP-based scheme introduces a special modeef mobility usage in IP networks:
for all the IP sessions opened and closed in the same IP sub-nebmMgii riunctions will be executed
even if the mobile node is away from its home network; standéPdmechanisms will be used only for
the ongoing communications while the mobile node is in motion betweemedifflP sub-networks. The
HMIP-based method proposes a strategy to evenly distribute the signaidegn and to dynamically adjust
the micromobility domain (i.e., regional network) boundary accordingeal-time measurements of
handover rates or traffic load in the networks. The PMIP-based solutiarssksca possible deployment
scheme of Proxy Mobile IP for flat architecture. This extension allowsgrtardically distributing mobility
functions among access routers: the mobility support is restricted to ¢kesalevel, and adapted
dynamically to the needs of mobile nodes by applying traffic ¢edlin only to MNs’ flows when an IP
handover event occurs.

Fully distributed schemes bring complete distribution of mobility functiotoseffect (i.e., both data plane
and control plane are distributed). This implies the introduction of spee@ianisms in order to identify
the anchor that manages mobility signaling and data forwarding artiaysar mobile node, and in most
cases this also requires the absolute distribution of mobility context datalzaséo( binding information)
between every element of the distributed anchor system. Distributed Haske Tab
anycast/broadcast/multicast communication can be used for the above purpesek.dchemes, usually
all routing and signaling functions of mobility anchor nodesraegrated on the access level (like in [59]),
but less flat architectures (e.g., by using Hi3 [60] for core-leveilligion of HIP signaling plane) are also
feasible.

2.3.3.2 SDN based mobility management techniques

Future mobile Internet architectures will become even more heterogeneous thelmytottayconnecting
millions of users and applications over access networks rangingifn@d, infrastructure-based wireless
(e.g., cellular-based networks, V2| networks, wireless mesh netjydik infrastructure-less wireless
networks (e.g., mobile ad-hoc networks, V2V networks). As mobiteterminals with multiple network
interfaces become widespread, users will demand high quality sexgmeliess of location, time, or type
of Internet access. Self-organizing networks are envisioned to exXterdrige of infrastructure-based
access, or handle connectivity problems. Self-organizing netwuoeis thus enable a variety of new
applications such as cloud-based services, cooperative vehicular communication, aktbattkealth
applications, emergency response, etc. Efficient content delivery over mobiléraledsvaccess networks
will become essential functions very soon, therefore self-organizingriet easily could become a crucial
part of the future mobile Internet.

The SDN/SDMN paradigm has the potential to facilitate and ease the deployment &indocsn
maintenance of network applications and services with great efficiency andlifiexivhile there are
existing previous work focusing on SDN usage in wireless and mobilieoements, the scope has
primarily focused on infrastructure-based deployments (e.g., Wi-Fi apoegs). An important example
is the OpenRoads project [75], in which authors envisioned a wibrdde users are able to freely move
between wireless access networks. The OpenRoads architecture consiste alifferent layers: flow,
slicing and controller. These layers implement flexible control, virtualizatidnalstraction in order to
provide a framework where researches are able to implement different molailipgament algorithms
and run them concurrently in the software defined networkifngstructure. OpenRoads also incorporates
multiple wireless technologies (e.g., WiMAX and Wi-Fi).

A recent publication [78] introduces a blueprint for implementingeririas well as future network
architectures based on a software-defined networking approach. The architecallied MobileFlow and
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erables operators to capitalize on a flow-based forwarding model and fostiefs environment for
innovation inside the mobile network.

Authors of [79] proposed an OpenFlow based real-time media depiletfprm in order to provide high

performance and reliability for video streaming in heterogeneous nengaarchitectures. The scheme
allows mobile terminals to be connected to several APs simultaneously awitdb fast between them
with the help of the SDN flow switching technology (see Fig@éor details). Other existing works like
such as [76] [77] have examined OpenFlow in environments inadipg wireless mesh networks.
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Figure 20 — An SDN based handover framework for real-time media delivery [79].

2.3.4 Existing mobility management proposalsfor SDMNs

Mobility management tasks and different mobility scenarios introdunc8dction 2.3.1 are still relevant in
the 3GPP introduced Evolved Packet Core (EPC) that is an all-IP nmlbitemmunication architecture
for LTE and LTE-A. EPC for LTE services is currently undegpldgment by the operators aiming it tackle
the problem caused by the ever-growing mobile internet trafficeiugler plane. Motivated by the strong
need of scalability, various techniques to offload mobile traffic were deveknmbdtandardized like the
already mentioned LIPA, SIPTO, DMM solutions and distributed/flat/ultra flatitexthre alternatives.
Similarly, the scalability problems of the control plane have also etdedn important question within
the above introduced problem space is how to decouple the contblusan- planes of mobility
management used in EPC: if this decoupling is efficient, virtualizatiabled mobile and wireless
infrastructures can be easily designed and deployed by satisfying the imtetbperability support across
multiple vendors and hardware/software platforms. Otherwise, fragmentétintualization efforts will
happen due to many separated protocols in proprietary solutions. Thé pHRecol family standardized
by IETF, and the similar technique of GPRS Tunneling Protocol (GTBEBP establish a data path for
a mobile node between the mobile node and its anchor point/pointseideyly from the fact whether
the tunnel is terminated inside the network (e.g., PMIPv6 [63]) othenmobile terminal (MIPv6
[23]/DSMIPvV6 [64]), the control and the user planes of these mobildiopols are tightly related and
cannot be decoupled. (Note, that control plane is used for location updatevéa signaling and for
establishing secure connections, while data plane is used for data transinissidhe corresponding
nodes (CN) to MNs and vice versa.) Control and data plane separatiomeddafo as a requirement for
DMM. The solution of [65] is a good example for separation of contrdl @er planes in mobility
management, while [69] further extends the original idea for enhaappticability in cloud-like
infrastructures.
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Figure 21 — General cloud networking structure [70].

Authors of [69] introduce a general architecture of cloud networkimgyevthe Top of Rack Switch (ToR)
is a switch in a cloud architecture that is connected to the servers hadtiagmachines (Figurgl). A
cloud network has one or more Data Center Border Routers (BRige routers that connect the cloud to
the Internet including other cloud networks or storage networks. thgeneral structure, [69] proposes
to separate MIPv6 control and data plane by dividing HA into two furadtientities: control plane
functional entity and data plane functional entity (Fig2@e These entities can be placed and hosted on
different physical elements, but must share a common database containBigdimg Cache and the
security association information (e.g., IPSec keys). Home Agent DatafBlartien can be deployed as a
virtual machine in the cloud infrastructure, while Binding Cache and seasstciation information could
be placed in the storage center of the same cloud infrastructure. Home Gagerol Plane function is
geographically more distributed in nature than the Data Plane, therefore it id plaser to the mobile
nodes. MNs first communicate with the Control Plane function in order ttediea security association,
which is followed by the address configuration and binding registratibesd After these procedures the
MN is able to send/receive data packets using the Data Plane functionality closest to the MN’s actual
internet point of attachment (i.e., the link MN is using). When a mobileemadvperforms the handover
signaling by communicating with the Control Plane function, which upda¢eBinding Cache according
to the new information. After these procedures, the Control plane fundtldrevable to inform the new
data plane function in the target link about the novel Binding Cache dataecantidébile node can start to
receive/send data with the help of the new Data Plane function. Fopé#ration the MN must keep the
address of the HA Control Plane function in cache so that it can peréomdover signaling with it.
According to the proposal of [69] this HA Data Plane function addresBecprovided by HA the Control
Plane function to MN in an Alternate Home Agent Tunnel Address option defirj@d]iby means of a
Binding Acknowledgement message. The mobile node starts tunneling datspaicl sends them to
Alternate Home Agent Tunnel Address, and also received data packets will be turomeltdafAlternate
Home Agent Tunnel Address. The most important open question is hetvarte the Binding Cache and
security associations database.
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Figure 22 — MIPv6 use-casein a cloud-like mobile infrastructure [70].

There is another alternative of the latter solution if vEPC will be realized: we cowddahabpportunity to
re-design the basic architecture of current mobility systems. Instead of tunpabikets like in today's
solutions, we could just route the packets towards the mobile node an@nrgae v
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Figure 23 — Virtualized EPC architecture and splitting user -control plane functions[68].

Since a role of the user plane is esentially routing, routing protocols conddurally used to forward UE's
traffic. Authors of [62] propose a BGP-based solution, but Softdafimed Networking (SDN) techniques
— as introduced beforeare also promising alternatives: Open Flow and other relevant protocols can setup
the forward path dynamically according to UE's states available in the control plgune@d). [62] does
not forget that there were a good motivation for adapting tunneling inlé&bbased solutions instead of
pure IP routing, and that is global mobility provision: MNs dtidae reachable anywhere on the Internet.
The routing-based global mobility solutions such as [66] &A@fiHave proved that it is feasible, but due to
scalability and stability issues of the global network, this solution wasenommended by IETF. Despite
the fact that global mobility is important, the reality is that cell phones are moving just within an operator’s
network fully controlled by the EPC architecture. If mobility eventdiariéed within an operator, a routing
based approach using multiple industry standard routers and switcheseoaltbt more feasible and
practical compared to the solution of per-node tunnel path managerdedidated proprietary equipments
like SGW and PGW. In the proposal of [62] switches and routers recatdermodes' forwarding
information from the control plane of VEPC by the form of routipdates (Figur@4).
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The introduced schemes and solutions are examples on possible ymotziiagement approaches
applicable in SDMNs. A more thorough survey of such existing techniqudsewitovided in the following
deliverables, aiming to draw the missing points and exactly define SIGM@$éarch directions.

2.3.5 HIP-based mobility management using signaling delegation

Due to their centralized, modularly divisible design, mobile network architecturrently being under
deployment would not scale particularly well to efficiently handle the increasaffic. In centralized
architecture, a specific gateway (GW) is in charge of allocating addfess to the terminals and managing
the context. Such context include mapping between customer profilejiésadtunnel ID, bearer context.
Tunnels are set up between terminals and centralized routers to trandpaiftdPIP routing and traffic
management are made according to user's context and not only basdikaddP These require certain
memory and CPU resources per user at the GW (and other centralizedkredénwgnts). Scalability issue
concerns the user and control plane of centralized network functionstihanomber of connected users
and the bandwidth per user increase. Regarding centralized, modulasiplel network functions,
depending on the speed of the data bandwidth increase, constrag@stfalized equipments are CAPEX
and OPEX proportional to traffic volume at busy hour and operational aonstito roll out new
developments and to upgrade the network. Potential traffic anchors inc@@PRetwork in the user plane
are the GGSN, PDN GW, while potential control traffic anchors are e.g., the P-C&@HVHHh Reduction
of signaling load related to establishment and handover procedures i®heruf¢he important challenges
for mobile networks architectures.

As one of the concepts to enhance scalability of the core network, the Ultrachitecaure (UFA) has
been introduced by Daoud et al. [134]. UFA represents the ultimate step titatganing the packet-
switched domain of mobile networks. The objective of the UFA desiga distribute core network
functions into single nodes at the edge of the network. Certain contotiofus could remain centralized,
e.g., the subscriber information base, domain name resolution servaddaadsing service, which resolve
application-level identifiers to the IP address of the peers. The intelligdasrat the edge of the network
are called UFA GWs. The user data traffic is conveyed directly between cocatmgp parties through
these GWs. GWs serve as breakout points toward content distribution reetmarnternet services. In
the proposal of Daoud et al. the functions of UFA control plane are reabiggithe Session Initiation
Protocol (SIP). SIP-based UFA session establishment and mobility mamdgeoeedures provide more
efficient QoS services than in the existing 3GPP architectures and allow kewwdrol, therefore greatly
contribute to the reduction of resource consumption and increase the sgalabilit

Even though SIP is a very powerful signaling solution for UFA nbisapplicable for non-SIP (e.g., legacy
Internet) applications required by the users. SIP-based control plane canndtd tieir mobility,
authorization, accounting etc. Therefore, in [52][53] our main objeetas to introduce a new alternative,
i.e., Host Identity Protocol (HIP)-based signaling scheme for UFA,regfeio as UFA HIP in the
following. It must be noted that in [135], Daoud et al. proposed arPS§ased extension for UFA to
support SCTP-based communication.

Originally, HIP operates in an ertd-end or terminal-based fashion and provides authentication and key
agreement, Internet Protocol security (IPsec) security associatignnj@Aagement and IP mobility
management between pairs of endpoints. A network deploying theéastaHIP control plane will be
referred to as entb-end HIP architecture (E-E HIP) in the following. The terminal-based cauitieiE

HIP has some drawbacks in an operator-controlled environment. The netgank hability to control and
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decrypt IPsec communication, which encumbers, e.g., traffic contrddilitpananagement, adequate
accounting, lawful interception by the operator. Additionally, a terminal-basedrol may cause
unnecessary high network and computational overhead on the usaneqisfUESs) and in the access
networks, in an environment where radio resources are expensive.

UFA HIP introduces a hopy-hop traffic forwarding approach, i.e., it divides the E-E SAs into two
segmentsone between the UE and the GW and the other between the GW andrtoé theeUE. The
split of SAs leads to the following problem during mobility of termsnaldistributed networks. Inter-GW
handovers result in session mobility for the HIP host associations (HAdPaac SAs on the network-
side between the source and target GW. Session mobility can be realizedviaytsvim different layers of
the control plane: by context re-establishment at the target GW (i.e., in eeaathor proactively, such as
pre-registration in 3GPP radios access networks [(h3®j latter case) or by context transfers [139]

Context transfer-based solutions may facilitate fast handoffs, and redugeutational and network
overhead and service-interruption time, hence are an attractive directionr@sélaech of new signaling
schemes for distributed mobile network architectures. Context-transfer inHUIFAhowever, is not as
simple as conveying actual state information to a target GW. Regarding teptohHIP, a HIP end-host
can bind keying material, HIP HA, IPsec SA contexts only to its owd {la@ peer's) public/private key
pairs in a cryptographic sense. Therefore, delegation of signaling14¢fi{141] becomes an important
requirement in order to be able to create HIP and IPsec contexts imtbehténe UE (with the UE's peers)
by an intermediate GW. Session state transfer for other protocols istbetsafope of this work, but was
addressed in several prior works, such as [137][138] regardireg i&sd IKEv2 state transfer, [142]
describing transparent TCP connection passing or [143] for SIP contegfetrdetween Proxy-Call
Service Control Functions in IMS.

The delegation of signaling rights is also motivated by the optimizafiogsource utilization between the
delegator and the delegate [140]. Delegates are temporarily authorized by the delpgatecidin certain
control tasks, such as periodic location updates, rekeyings, BEX, difil the delegator about state
changes. The delegator may issue a public-key authorization certificate to the delggatedd in his
name at the peers. A delegator has the right to do so, because it updatases its own states stored at
the remote peer. Public key authorization certificates contain the followiorgniation:

{K; K ™ jeregalOlES, restrictions}

deleQatm delegator

where KgelegatoraNd Kgelegatednd Kaelegatordenote the public key (HI) of the delegator and the delegate and
the private key of the delegator, respectively. The private key istasggn the certificate, and is never
exposed to any party. If the restrictions enable the forwarding of the delegltedoranother delegate,
then the delegate can further delegate the roles to another delegate forming cettidiicete

Herborn et al. [141] introduced HI delegation extension for HIP. Thepgsa enables the movement of
communication sessions between endpoint devices and transparent insertiemaval of intermediary
routing or adaptation services. A delegate can use the HIT of the delegator anthestgaffic of
correspondent nodes (CNs) to itself. However, in any case when HIP updatebarsigned by the
delegated HI, the delegate forwards the update messages to the delegator. Hier dutgrs with its
private key and returns the updates to the delegates, which relay these mestHagy&€d\toThe main
advantage of this approach is that it avoids the dissemination afterikeys and allows temporary
delegation of HIT. The delegation period is directly controlled by the delegatoe, the delegator can
cease the signing of the updates at any time for the delegate, and careakéiyndirectly with the CN.
Hence the delegator can keep track of state changes with CNs. The dratbatK the private key owner
disappears then the delegate may be forced to terminate the communicaion wéen the next HIP
update procedure is initiated, e.g., in case of rekeying or locati@ieupd

Another delegation technique is when shared keys are issued to a delegatansgeiberate Hashed-
Message Authentication Codes (HMACs) admitted by the peer, as describdd]inTHis solution leads
to the complex and practically unfeasible problem of sharing secrewlttyall possible CNs.

HIP is an enabler for advanced mobility management, supporting naibilityy network mobility, dual

stack mobility, flow management, and location privacy [145]. Certain agddamobility services require
delegation of signaling rights of the UEs. E.g., when a UE changesmability domain then local RVS
updates the global RVS in the name of the UE. In network mobility scertheoHIP-enabled mobile
routers are the delegates of mobile network nodes, which stay in thegnmavimork. Mobile routers can
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update the CNs of UEs only if delegation is applied. We can see thatdrotéll delegation, the latter
scenario would cause the same amount of HIP signaling messafak mobile network nodes performed
separately the location update procedures, due to the fact that the mobile roygealrelpdates through
the mobile network nodes in order to get the public key signatures andaitcgpted by their peers.

2.3.6 Overview of E-E and UFA HIP mability management schemes

2.3.6.1 Overview of Host I dentity Protocol

HIP operates in an E-E or terminal-based fashion and provides key agteémternet Protocol security
(IPsec) security association (SA) management and IP mobility maeagéetween pairs of endpoints.

IPsec is a standardized protocol suite to provide encryption, integeiysage origin authentication and
anti-replay protection for IP datagrams between two hosts. An SAeidundle of algorithms and

parameters on two hosts, being used to encrypt and authenticate IP datsejestied by traffic selectors
in one direction. For the protection of bi-directional traffic, an SA pa&dsired.

The initial SA establishment procedure is dubbed as Base Exchange (BEXP.iAftgr initial SA
establishment there are forthcoming HIP update procedures for differguispar such as rekeying, IP
address update due to handovers, as described in Section 2.3.6.2.

HIP operates between the network and transport layer, and splitsrtityided locator role of IP address.
It means that the addressing is based on long-term, globally uniquieldwtities (HIs) instead of short-
term IP addresses. His are the public part from a public/private key pair assooigteslyuwith the HIP
hosts. Host Identity Tag (HIT) is a 128-bit hash generated from theaMilag the same format as an IPv6
address. Legacy applications use the HIT for addressing peers. The HIP gtadkdsts is responsible for
the translation of HITs to IP addresses and for the treatment of IP adbeegges and the presence of
multiple network interfaces, seamlessly for the applications. HIP Host Assodid#)ris a set of states
in the control plane of peers established after a successful BEX. AdHAl@s the HIT and IP addresses
of the peers, the key material, cipher suite for protection of the coivation in the control plane, i.e., for
protection of HIP communication, and user plane, that is, the parametkes®A pair.

HIP-enabled hosts can register and keep updated their address at the endervice (RVS). The
purpose of RVS is the following. If the HIP stack of a host does an@ hpto-date information on the
locator of a peer, then the first HIP packet of BEX is sent toward the R¥V®amarded by the RVS to
the actual locator of the destination peer. This is typically requirenhif@ reachability of a peer or in
case of simultaneous IP address change of the endpointsy Brenkendpoint changes its address, then it
notifies its peers with HIP update messages for the modificatidredPtaddress in the existing HAs and
SAs.

2.3.6.2 HIP BEX and update procedures

The BEX procedure is illustrated in Figuzb.
AT Keapaamler

2 EIT,, HIT aliiren. [, HIP sl TSP Bl HL . HAAL STL BT

R HIT. . BEIT. . ESP Uil HMEAL, kiaiee

Figure 25— HIP Base Exchange.

11 packet starts the procedure, containing the HIT of the initiatorempadnder. 11 is a basic hello message
and part of return routability procedure to check the availability of regpoRi packet is a pre-created
response to |11 packet.

The puzzle field in R1 contains a challenge for the initiator. In general, pbazés challenge-response
mechanisms aim to mitigate denadlservice attacks initiated from fake initiators against the responder. In
HIP, the initiator must find a solution that, if given to a one-wayhHasction concatenated with this
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challenge, produces an output starting with a pre-defined nurhbEne expected number of zeros, i.e.,
difficulty level of the puzzle, is tunable by the responder. Todigdod solution, the initiator must execute
a brute-force search. The responder can verify the solution serpack2t by only one hash function call.
The responder does not establish HA and SA pair with the initiator until thgtie@t of the good solution
in 2.

The R1, 12 and R2 messages implement the standard authenticated DiffiresiH@DH) key exchange
method [146]. The Hashed Message Authentication Codes (HMAC) providageesrigin authenticity
and integrity protection, and can be verified by the other peer knoWwsngntegrity key. Public-key
signatures provide authentication of the peer, the origin and integtitg ohessage, and can be checked
by any peer using the HI of the signing entity as the publicKesy.Encapsulating Security Payload (ESP)
info field contains the security parameter indexes, required for the identificdtiba SA pair.

Figure26 presents the update procedure of HIP.

TR ST Fis il
LUFDATE HIT ., HII SELE JESP wfn, OTH [REG req!, [CERTL [ Moudicoren] HMAL _ sigoeaiun
LFDATE Hil HET o SELE ALk |ESPmin, DH ) | HELreasp|, L ERT] |Ponfizenon|, HVEAL sgnaiune,
LFRDATE: HIT  HIT,, - AUK HMAL, siprmre,

Figure 26 — HIP update.

The mandatory fields of an update packet are HITs, HMAC, signatureggihernse and acknowledgment
number. The latter two fields enable detection of packet loss and orderedydefiupdate packets. Non-
mandatory fields are the following. Notification carries control data, e.g., théfheaddress of a mobile
peer. DH public key values are sent in case of rekeying for calculditioinesh DH secret and key material
for the HA and the related SA pair. The registration request and response éREBdr resp) enable
subscription to a service of the peer, such as delegation of signaRy{Soservice. CERT field carries the
certificate-chain, which proves that the signature is valid and the updatzipre is authorized. An update
procedure normally contains three packets. However, if the size of CERTof a Notification field
together with the other ones is larger than the maximum transfer unit shee radtwork then these fields
are sent in multiple packets to the other peer. The peers must ackreedsthgpacket from the other peer
by communicating the sequence number of the received packet.

2.3.6.3 Summary of E-E HIP and UFA HIP mobility management schemes

This section summarizes two HIP-based signaling schemes for Ukiéh are responsible for terminal
attachment, session establishment and handover procedures. The first sctanee, tefas E-E HIP,
applies the original terminal-based approach, where the GWs are not invallkeddlP control functions.
The second scheme, referred to as UFA HIP [52], applies the siualiegation service extensions for
reduction of signaling overhead in the terminals and access netvi@kke 1 describes the main functions
that the HIP control plane provides in E-E and UFA HIP.

Table 1 - Main functions of the HIP control planein E-E and UFA HIP.

Abbrev. Description

TA | Terminal attachment (TA) occurs when a HIP-enabled ibastitched on or is rebooted.
in E-E | The UE executes BEX procedure towards the RVS, as dtestin Figur&7a.

in UFA | The UE executes a BEX towards the access GW, as presefigdre28a.

SE| Session establishment (SE) covers the HIP signaling preeedelated to communication flows between th
HIP peers.
in E-E | BEX is triggered before session establishment as long @sisheo HA between two peers, as drafted in
Figure27a. The HA is closed (and the SA is deleted) when thesSiused by upper-layer communication f|
a period denoted byyk. or simply by T Tya. is the minimum of the unused association lifetimes (UALS)
configured at the initiator and responder (RFC 5201)
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in UFA | In UFA HIP, the same SA pair is used for all commundazafiows between an UE and its delegate GW,
independently of the remote peer. Furthermore, the S#Eair between two GWs provides data protectior|
for all service data flows passing through these GWs, enttigmtly from the source and destination peers.
During SE, an UPDATE procedure is triggered betweendE and its UFA GW, as long as there is no HA
between the UE and the remote peer, as presenteduire E8)p. During that, the GW is notified about the
request to establish HA with the remote peer in tmeenaf the UE, and the UE gets feedback on the succe|
delegated task. In case of lack of SA pair betwherGW and the remote peer, a BEX procedure is irdtiate
from the GW to the remote peer in the name of the URe@ise, if the SA pair has earlier been establishe|
(by other flows) between the GW and the remote gleen an UPDATEW/CERT is triggered. If the remote
peer turns out to be a delegate GW, then that G\iigsthe remote peer about HA creation using an
UPDATE procedure.

HO | Handover (HO) covers the HIP procedures for mobility mameant of a UE. A basic assumption is that G\
publish different IP domains. Handover means that a UE isnrmdsom one IP address domain to another If
address domain, by visiting an access network that is cauhieca new GW.

in E-E | If a host gets a new IP address, it sends the address tor#isipiegy an UPDATE procedure (RFC 5206), as|
illustrated in Figur@€7b. This is a reactive mobility management solution.

in UFA | The handover procedure has two phases in UFA HIP asrdted by Figur@9. The HO procedure in UFA
HIP realizes proactive handover. This means that theekts for data link, network and HIP-layer are
established and updated by the control plane iVEeGWs and the UE's peers before the UE is physically
reattached to the next GW. In the first phase of H@hé target GW requests the source GW to establish H
with the UE's peers using UPDATEwW/CERT procedures. At theoéthe phase, the security contexts are
transferred from the source GW to the target GW. Irstoend phase (ll) the target GW updates the traffic
forwarding policies for the UE at the UE's peers, in the R@within the UE itself using UPDATEW/CERT]
procedures. Therefore the UE's traffic is redirected assimgthrough the target GW. After that the UE
physically reattaches to the new access network.
RV | RVS update (RV) means registration of the fresh loaztarHIP-enabled host at the RVS. The registration
lifetime denoted by the symbokJs determines the lifetime of an address entry in the dsg¢atfthe RVS.
in E-E | An UE registers its IP address at the RVS right after TAQBEO3). Further registrations are triggered due
two factors. First, the registration lifetimeyE configured at the RVS server determines the minimum
frequency of periodic location updates that shoulthitiated by the UE. Second, during handovers the UE
notifies the RVS about its new IP address. The UPDATEgohae is used in both cases.
in UFA | Mandated registrations of the UEs' addresses are trigderid) every HO and at everysk time by the UFA
GWs. The applied procedure is UPDATEW/CERT includingrégstration request and reply fields.
RK| Rekeying (RK) aims to create fresh keys for a given Hé\tae related SA pair, using UPDATEwW/DH
procedure between the peerggyTdenotes the length of the rekeying period betweéhétiabled hosts.

in E-E | RK may occur between the UEs and between the UE arfd\1s.
in UFA | RK may occur between the UEs and their actual serviigligtween GWs and between the RVS and GW|

DR | Delegation of rights (DR) is present only in UFA HiPuses the UPDATEwW/CERT procedure involving
registration request and reply fields.

in UFA | It occurs in three main cases: first, following the $8cond, when the lifetime of delegation authorization
expires, third, during the handovers. In the first tases the UE registers to the delegation service of its a
GW. It generates a temporary public-key certificatettie GW for a certain time called delegation lifeti
denoted by the symbobg, in the following. Hence, the GW will be able torsigontrol messages until the
expiration of Be. in the name of the UE by attaching the certificdtdhne UE to its signed messages. The th|
case of DR happens during HO. During HO, either tReotUthe previous GW delegates the UE's signaling
rights to the next GW. Let denote with the symbol & thaximum certificate-chain length. If the actual kéng
of the certificate-chain is smaller than L beforeltt®, then the previous GW will propagate the UE's signa
right to the target GW by registering to the delegaservice of the target GW, and authorizing iptoceed in
the name of the UE. That means that the previous GW dpjém certificate to the certificate-chain and
conveys that in the CERT field to the target GWhé tength of the certificate-chain is L before HGertlthe
UE is responsible for the re-delegation of its rights. HetieeUE will send a new certificate in the CERTdig
for the target GW with a new lifetime, which will therize the target GW to proceed in his name.

Figure27 outlines the terminal attachment, session establishment and handover procedutks froint
of view of a UE in E-E HIP. Figur28 and Figure29 illustrate the same in UFA HIP. All figures present
the triggered HIP signaling procedures and the related control functioreintipeses.
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Figure 27 — (a) Session establishment and (b) handover proceduresin E-E HIP.
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Figure 28 — (a) Terminal attachment and (b) session establishment in UFA HIP based network.
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Figure 29 — Handover procedurein UFA HIP based network.

We distinguish three update procedure types for the sake of the amdlysigs HIP and E-E HIP, because
they have different network and node processing requirements.

e UPDATE with DH (UPDATEwW/DH) signifies the rekeying procedure, as defingtle standard
(RFC5202. It contains the DH public key values and ESP info from the nordatary fields.

e UPDATE with CERT (UPDATEW/CERT) refers to an update containing thRTfeld (RFC
6253. It is required in the following two subcategories.

First, when the delegator, i.e., an UE or a GW, registers to the delegation seaviG8\bfin this
case the CERT field contains the authorization certificate-chain, which authbezesl¢gate to
act in the name of the delegator in the scope of the authorized roles.

Second, when a mandated update procedure is initiated by a delegate towards tiiehsee
delegator. Mandated means that the signaling is performed by a delegate amiéheofnthe
delegator. In this case the CERT field contains the authorization certificatewhaih certifies
for a peer that the delegate is temporarily authorized to proceed iarnteaf the delegator. A
mandated update procedure can have any purpose except rekeyingputhmses are, e.g.,
registration of the delegator's IP address at the RVS, update of the peers of kedeity the
new IP address of the delegator, or registration of the delegator to the delegatioe of a next
delegate. A certificate-chain may be too long for one CERT field withiklIP packet, therefore
it may be split into multiple CERT fields that are transferred in more thanHtiheupdate
messages.

e UPDATE signifies all the other types of update procedures, e.g., registraRMBtgRFC5203
or location update of the peers (RBZ0§.
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3. Related standardization activities

SDN techniques promise to implement simplified management of compet&orks by enhancing
network automation, increasing innovation through fostered progedility, and reducing CAPEX and
OPEX by decreasing costs and consuming less power during opeighierphilosophy behind SDN
developments is to abstract the underlying communication infrastructurejq@ioations and services by
separating control plane functions and roles from data plane and also &iziegtnetwork intelligence
and state. SDN researches are very often linked to the OpenFlow protocoljsmaiblilding blockof
SDN by enabling the creation and maintenance of a global and thorougbrnvibe network itself, and by
offering a consistent and pervasive API to dynamically program netevikes in a centralized manner.

In this section, we first introduce the industry specification gradupleiwork Function Virtualization
(NFV). Then we summarize the trends and challenges of OpenFlow standardattisties in the
wireless and mobile domain, describe the main characteristics of SDN-based ratvdeks in focus of
the ONF efforts, and introduce the most important use cases and key tfr@fienFlow enabled mobile
and wireless communication architectures.

3.1 Network Function Virtualization

Network Function Virtualization (NFV) is a specialized industry specification g(tg) created by
network service providers (AT&T, BT, Deutsche Telekom, Orange, Teldtalin, Telefonica and
Verizon) under the European Telecommunications Standards Institute (B€8lties of NFV involve
the implementation of mobile and fixed network functions like firewall/Dirfusion detection, different
signaling tasks and DNS, all in software. The created virtual, completely sofbmaed appliances are
therefore aimed to be executed on different, but standardized architectwidsgfor different network
operators by different vendors.

Network Functions Virtualisation is designated to address the problenmtrdHW lifecycles, increasing
energy costs, capital investment challenges and other collateral issues of haabedragpliances by
leveraging standard IT virtualisation technology to consolidate many netwoigneent types onto

industry standard high volume servers, switches and storage, whitth docated in Datacentres,
Network Nodes and in the end user premises. ETSI NFV ISG believes that Netwartomiain
Virtualisation is applicable to any data plane packet processing and control ytatierf in fixed and

mobile network infrastructures. It is important to note that Networkctams Virtualisation is highly

complementary to Software Defined Networking (SDN): these topics are muteakdjidial but are not

dependent on each other. Network Functions can be virtualized and etbpiithiout an SDN being
required and vice-versa [61].
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Figure 30 — Network Functions Virtualisation (NFV) and NFV relationship with SDN [61].

Authors of [62] assume that NFV and in general virtualization techniqiligsush networking functions
currently run on dedicated hardware appliances onto a cloud infrastructpeeté&tl network functions of
EPC to be affected are Mobility Management Entity (MME), Serving Gaté&@yV), PDN Gateway
(PGW), etc. With the help of virtualization solutios, EPC could be operatseroers/hyper-visors. In [62]
such a mobile architecture is called as a virtualized-EPC or vVEPC. A vIER@eture could potentially
offer many benefits including, but not limited to [61]:

e Reduced equipment costs and reduced power consumption throughdadimg equipment and
exploiting the economies of scale of the IT industry.

e Increased speed of Time to Market by minimizing the typical networkatgpecycle of
innovation. Economies of scale required to cover investments in hardased-hunctionalities
are no longer applicable for software-based development, making feasiblenottess of feature
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evolution. Network Functions Virtualisation should enable network opsratosignificantly
reduce the maturation cycle.

e Availability of network appliance multi-version and multi-tenancy, whichvedlaise of a single
platform for different applications, users and tenants. This allows netwetators to share
resources across services and across different customer bases.

e Targeted service introduction based on geography or customer sessildgadServices can be
rapidly scaled up/down as required.

e Enables a wide variety of eco-systems and encourages opennesssIthgpeintual appliance
market to pure software entrants, small players and academia, encoumags@novation to
bring new services and new revenue streams quickly at much loter ris

To truly exploit the above potential benefits, there are a number of techmidlginges, which need to be
tackled [61]:

e Achieving high performance virtualized network appliances, whicpantable between different
hardware vendors, and with different hypervisors.

e Achieving co-existence with bespoke hardware based network platfohitst enabling an
efficient migration path to fully virtualized network platforms, whichuse network operator
OSS/BSS. OSS/BSS development needs to move to a model in-line with Netwatlo®ain
Virtualisation and this is where SDN can play a role.

e Managing and orchestrating many virtual network appliances (particularly alenkgsgjecy
management systems) while ensuring security from attack and fidggcation.

¢ Network Functions Virtualisation will only scale if all of the functions camai®mated.
e Ensuring the appropriate level of resilience to hardware and software failures

e Integrating multiple virtual appliances from different vendors. Netwpesators need to be able
to “mix & match” hardware from different vendors, hypervisors from different vendors and virtual
appliances from different vendors without incurring significant irstegn costs and avoiding
lock-in.

Though being complementary and sharing two main objectives, naopalgness and innovation, NFV
and SDN are two independent paradigms. That is to say, NFV can leeniemped without separating the
control plane from the data plane as suggested by SDN. However, an NFV infrastnittt8DN support
is perfectly conceivable. Even better, it is expected that such an alignmentengelider a greater value
to NFV, since SDN enhances compatibility, eases maintenance procedurespaddspsupport for
standardization.
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3.2 Open Networking Foundation

OpenFlow is a completely open protocol that was originally publisheddmfd®d University researchers
in [160] aiming to enable network developers to run experimentabguls in the university campus
network. Nowadays, the Open Networking Foundation (ONFhon-profit industry alliance, is in charge
of supporting the researches of software-defined networkingtite standardization activities having
OpenFlow in the main focus.

According to the Open Networking Foundation, SDN is an emerging netawohitecture that decouples
the network ontrol and forwarding functions: “Software-Defined Networking (SDN) is an emerging
architecture that is dynamic, manageable, cost-effective, and adaptable, makies) for the high-
bandwidth, dynamiaature of today's applications” [161]. The Open Networking Foundation is taking the
lead in SDN standardization, and has defined an SDN architecture model as depicted iB1Figure
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Figure 31 — ONF/SDN ar chitecture[162].

The ONF/SDN architecture introduced in the above Figure consists of three difteyers that are
accessible through well defined open APIs:

«  Application Layer: end-user business applications that consume the SDN services.

«  Control Layer: consolidated control functions that supervise the rletfeovarding behavior
using open APIs.

. Infrastructure Layer: system of mainly simple network elements) (th&t provide packet
switching and forwarding functionality.

According to this simple model, ONF-based SDN architectures can be charactetizeddipwing three
main attributes:

»  Logically centralized intelligence: In an ONF-based SDN architecture, networlotfurictions
are distributed from forwarding using a standardized southboterdtice called OpenFlow. With
the help of this, decision-making is orchestrated based on a globabfviberoverall network or
domain, as opposed to existing networks today, which are designad autonomous system
view paradigm applying nodes that are unaware of the overall state of the anohitect

+  Programmability: ONF-based SDN infrastructures are inherently controlled asefiunctions
enabling the management paradigm to be replaced by automation and ragidnadRroviding
open API for this is an important ONF activity to support innovation.

«  Abstraction: In ONF-based SDN networks the applications consuming the SDNeseavic
completely abstracted from the underlying network infrastructure and theotegkes applied.
Moreover, network devices are also abstracted from the control layer in@gtant portability.

3.3 Trendsand challengesin the mobile and wireless domain

Infrastructures of mobile and wireless communication exhibit rapid pad®aafje. The beginning of 21
century witnesses that wireless slowly becomes the primary étt@rness method for most people, which

5 https://www.opennetworking.org/
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forces mobile operators to carry higher and higher volumes 6€taaid also to deploy more sophisticated
services. Over the top video applications can be accounted for the dominant @iathiigrowing traffic,
therefore creating increasing demand for novel network functiongriidkémedia transcoding, content
delivery, and content caching. Moreover, mobile Internet architectures simsttaneously support
multiple generations of mobile services (e.g., 3G and 4G) together witteasetidf different user services
(VolP, streaming multimedia, instant messaging, etc.), resulting iringaigharacteristics of mobile
network traffic. Of course these functions and services must bersegpoa cost-effective manner.

The expected traffic volume explosion necessitates more cells in the caltiiaaccess networks (RANs)
to provide access of mobile subscriber to Internet resources over tiedmde. Operators started to
deploy small-cell (pico- and femtocell) technology to increase netwodcishrough frequency reuse,
especially in areas of dense subscriber population. Smaller deployment distaphgsical cell spacing
are required for higher bandwidths like in 4G LTE, but also onkeofrtost important factors that increase
inter-cell interference.

Spreading of simultaneous multi-access environments due to the ingreasiber of available wireless
access technologies is another important trend nowadays. Typical lsom&rtevices today support 3G
and 4G LTE as well as Wi-Fi or Bluetooth connectivity. However, thid bf diversibility in wireless
technologies requires mobile network operators to maintain and operate disgmeénts of access,
backhaul and core networks, increasing both deployment and operatisisaMaoreover, carrier networks
need flexible deployment options to support migration from olderwenechnologies/devices without
hampering the user experience.

Providing seamless handovers across such multiple radio technologiessi€h#glenging task as mobile
network operators must apply increasingly complex policies to enforceghggttt service through the
right access, and also to control handover of sessions between gst@ss s

Today’s economy provides quicky varying business conditions that require speedy development cicles for
new mobile services and also dynamic adoption capability of these setwviness technologies. The
mobile service and application marksttraditionally competitive, but mobile operators struggle with a
novel group of competitors nowadays: over-the-top services tramgattier-growing volume of packet
switched dataBesides of these challenges there are also the falling voice revenues forcilegopertators

to replace missing incomeges from new data services like e-commepmenmerce, eHealt, mHealth
analytics, advertisements and location based services. Last but not least, nesaorges must be highly
scalable, adaptive and agile despite the fact of increasing capital expensdesahtite demands hardware
cost minimalization, enhacments in hardware utilization, and reducing ®@PEpplying new technologies
and paradigm such as virtualization, cloud computing, softwarization andnatida with self
optimization.

ONF-based SDN architectures inherit a number of benefits for the above challengdsilefand wireless
environments, including their wireless access, mobile backhaul, anchetwerking segments. These
benefits and potentials are listed below:

e The paradigm of flow-based communication in SDN architectures fits well tadprefficient
endto-end communications in multi-access environments, when differentteadtioologies, like
3G, 4G, WIMAX, Wi-Fi, etc. are simultaneously available for users. SDN is able to provide fine-
grained user flow management aiming to improve traffic isola@@%/QoE provision and service
chaining.

e Centralized control plane allows for efficient resource coordination of wiralessss nodes
which makes possible to implement efficient inter-cell interference managemanit|texsh

e The fine-grained path management in SDN networks provides variouszgiiom possibilities
based on the individual service needs and independently from the configufate underlying
routing infrastructureIn mobile and wireless environments it is really useful as users are
frequently changing their network points of aggdhe used applications and services vary in
bandwidth demands depending on the nature of the content to $mittad, and considering that
wireless coverages are providing a naturally chaning environment.

e Virtualization of network functions efficientlabstracts services from the physical infrastructure.
Multi-tenancy permits each network slice to possess its own policy, erhtétt slice is managed
by a mobile virtual network operatoover-the-top service provider, virtual private enterprise
network, governmental public network, traditional mobile operator or gy business entity.

3.4 ONF standardization use-cases for mobile Internet ar chitectures

Based on the work of Wireless & Mobile Working Group of ONF [162]gbigion introduces various use-
cases defined for wireless and mobile environments that could exploit the beh@&it--based SDN
infrastructures. The Wireless & Mobile Working Group (WMWG) is chartered to collebtise-cases
and determine architectural, protocol and system requirements for ext@nfdased solutions to the
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wireless and mobile domain. The goals of this standardization workingp dgnelude optimization and
management of different network types including wireless backhaul? 28Rular Evolved Packet Core
(EPC), IEEE technologies like OmniRAN or 802.21 MIH, and alsoiethificcess and management
schemes across wireless and fixed networks. The WG works in aalktsarwith other technical working
groups inside ONF aiming to determine architecture and OpenFlow protoce$ iasd recommend
enhancements to ONF specifications for wireless and mobile use-caseglaatiap scenarios. The WG
also intends to initiate and maintain collaboration between ONF and other stzatitandodies to further
enhance, advertise and ease the use of OpenFlow and ONF-based SDN technologies.

3.4.1 Scalable and flexible EPC

SDN enabled EPC efficiently separates control and forwarding functions, tleepetivides flexibility,
reliability and user plane scalability. However, control plane centralization shotdéidrecare of.

3.4.2 SDN enabledistribution of P/S-GW anchor nodes

Reallife EPC networks are usually deploy centralized and integrated P/Sr@Néranodes, which serve
a big number of eNodeBs, with a serious number of subscribeask3 ko the user plane anchor behavior,
this structure results in a lot back and forth IP traffic in the P/S-GWemntA distributed or flat P/S-GW
deployment with a centralized control nodes (MME, IMS, etc.) could howe\stly deenefit from
SDN/OpenFlow by dynamically handling P/S-GW local/mobile IP traffic. Thiscase describes how
SDN and OpenFlow could be applied in distributed/flat EPC architectures, and such hediping back
and forth traffic volume and also may decrease EPC OPEX/CAPEX.

3.4.3 Virtualization of SSGW functions

In this use case ONF addresses S-GW virtualization where virtual environmeatssnauogically single
S-GW with distributed OpenFlow switches. The use-case provides variablentffes®urce usage and
GW load balancing/overload avoidance. 3 scenarios can be depicted: 1) rouieatioin between NodeB
and P-GW, 2) seamless load balancing, and 3) dynamic GW capacity mamader virtualized mobile
core.

3.4.4 Unified device management and contr ol

Unified device management proposes to use OpenFlow controller in tordgmhieve unified device
management and control on full outdoor equipment and in dooourtgvices from multiple vendors, on
microwave equipments and other types of network devices.

3.4.5 Dynamic resour ce management in the wir eless backhaul

Mobile Internet traffic volume is increasing and with it the requirements agaackhaul capacity. As
opposed to wired backhaul solutions, wireless backhaul resourcimited and are more vulnerable to
the changing environment. In this use-case wireless backhaul resourceemana@ envisioned, that
enables the operator to maximize the available wireless resources anientharcongestion of the traffic
also in a heterogeneous, multi-vendor deployment scenario.

3.4.6 Service chainingin the mobile service domain

A service chain consists of a set of network services, like firewallplication delivery controllers that
are interconnected through the network to support a specific service SBMNhservice providers can
create service chains aligned to each data type and ensure the level of selvicestamer purchases
Moreover, moving network functions into software means that degj@yparticular service chain (like an
e-mail including virus, spam and phishing detection, etc.) no laegeires acquiring new hardware.

3.4.7 Energy efficiency in the backhaul

This use-case aims to optimize power consumption in the mobile badkévbrk using the SDN
paradigm. Using the OpenFlow controller operator can create a traffic distributidel foy real-time
traffic monitoring, and based on the measurement results, adaptive aathidybpehavior can be
implemented: setting the transmission power level, turning off the raidio,

3.4.8 Connection-oriented SDN for wireless small cell backhaul networks

One major application of carrier Ethernet services provided by fixed brahdtiegless solutions is the
backhaul for small wireless cells. Such wireless backhaul solutions rélguitde placement driven by
user capacity requirements rather than wired backhaul availabilitylEBte 802.16 Working Group on
Broadband Wireless Access deals with the question in Project 8@sh18mall Cell backhauling. An
OpenFlow controller may provide the possibiltiy to efficiently select fromorgmmultiple 802.16
connections, even supporting a set of various alternative transport texhniqu
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3.4.9 Optimization of security and backhaul transmisison

This use-case focuses on backhaul optimization based on redundanogt@imiThe implementation is
based on a chaining concept where specific traffic flows instead of beingpt;rare steered to
compressor/decompressor nodes. This use case enables the operatddéogecurity to crucial flows
while optimizing the flows that consumes most of the backhaul resources.

3.4.10 Managing securelPsectunnelsin LTE

In LTE/EPC networks, existing security procedures apply IPsewts for flow protection. IPsec requires
differentiated IP packet processing in network devices based on packetrsebrording to packet header
information fields. This is clearly similar to ONF-based SDN operatioaravthe traffic is handled with
the help of flow tables. Therefore, flexible handling of IPsec traffic coulthpkemented by applying the
SDN pradigm for enforcing IPsec policies in LTE/EPC architectures.

34.11 |[EEE OmniRAN

Sharing resources of access and backhaul network segments glératos to exploit built-in benefits of
deployed infrastructures by expanding coverage and decreasing the CAPEX/OREXbstraction of
heterogeneous access technologies and creationg of a single access infrastioctuhégher level makes
possible the development of novel business cases and provides a custgnoamemt that is totally
independent from the network access technologies. ONF and IEEE 802 Anrstithdardization working
groups try to come up with the propoer definition of the optrfaces enabling this scenario by managing
and configuring heterogeneous access networks.

3.4.12 802.21 MIH and SDN integration

This use-case relies on OpenFlow to use its efficient flow handling cajeabilihen managing break-
before-make and make-before-break type of flow mobility soemay applying the IEEE 802.21 Media-
Independent Handover (MIH) protocol. MIH architecture and commands focusedia-independent
protocol messages and information elements needed for efficient mobiliggeraent, and are under
standardization by the IEEE Wireless TG 802.21, particularly including BO#02 single-radio handover
events. As OpenFlow was also specified in a media-independent marth@d, 80H will be very well
suited for SDN applications.

3.4.13 SDN-based mobility management for LTE/EPC

IP addresses are semantically overloaded: they used both to identify and losatahémnetwork. A GTP
tunnel is spanned over the network to find right location of a UEsSa odhandover events without the
need of changing the actual IP address of a particular UE. This nteahtse network is suffering from
the overhead of GTP tunnel headers in the user plane, and control iplglivey draffic to handle the
handovers and tunnel management tasks. However, in an SDN-based infrastrectould use NodeB's
MAC address as locator and UE's IP address as identifier, and set up SDN controlensain tihe <UE
IP, NodeB MAC> table to find a UE based on its IP address. This prirdégleases handover singling
traffic and eliminates GTP tunnel overhead.

3.4.14 Network-based mobility management

In this use-case the OpenFlow toolset is integrated with well-known rdebased mobility management
protocols like Proxy Mobile IPv6. These protocols implement mobility mamagt in a way that leaves
UEs out from the mobility management tasks as mobile terminals do noeragquiing and executing any
mobility/specific functions. This behavior makes UEs able to change tleissitinks while keeping their
IP addresses unchanged. It also means that the mobility of UEs gedgretesc IP flows, which can be
efficiently handled by centralized SDN control nodes in every mobility dontanSDN network could
easily adapt to the movement of the UEs as the controller will sigeatéw flow table details to the
forwarding elements of the domain, according to the actual mobtlitytion.

3.4.15 Operator-centric multi-access interface management

Modern UEs are equipped with multiple interfaces, which make users able dsectifferent radio
interfaces for their communication by considering different parameter$aators, like access cost, user
experience, user preferences, etc., but without taking network conditioinstatus into consideration.
However, operators would benefit from a network-aware behavior aitminginimize the transmission
cost per byte for UE flows without deteriorating SLA or user QoE legeting a network initiated flow
handover to provide Wi-Fi offloading. In this ONF use-case we canedebw mobile network operators
can use radio interface information and network measurements to driflewsfo use the multiple radio
interfaces to achieve the above goals.
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3.4.16 Unified accessinfrastructurefor enterprise and large campus networ ks

This use case discusses the possibility to implement a unifiedsaw®@srk by using the same controller
entity to manage both wired forwarding elements and wireless access ymsiitg an open interface. ONF
lists the requirements of such a framework to run both OpenFlo@ARMWAP (Control and Provisioning
of Wireless Access Points) in parallel, by analyzing the gaps of integraitiorcurrent OpenFlow and
CAPWAP solutions.

3.4.17 Inter-cell interference management

LTE and LTE-A are the latest wireless communications standards for celluldle mebvorks. They
enable high-speed, real mobile broadband data communications. As mudihet traffic increases, inter-
cell interference leads to more and more significant service degradation s wieaser throughput
(Figure 32). Neighbouring base stations, which result in overlapping cells, reguimhtrol and manage
their subcarrier allocations in order to avoid interference. The goal is toeréuk signate-interference-
plus-noise ratio (SINR) using different interference management teesniqu
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Figure 32 — Inter-cell interferencein mobile cellular networks [162].

There are a number of existing techniques applied in LTE and LTEworiet aiming to cope with the
problems of inter-cell interference. Some of these existing solutions are:

e Inter-cell interference coordination (ICIC): selective reduction of poaresifbchannels in a given
frequency domain.

¢ Enhanced inter-cell interference coordination (elCIC): considers scemdrgne macrocells and
picocells are overlapping inside a particular coverage area (i.e., to providethaigublic places
like airports, restaurants, etc.).

e Coordinated multi-point transmission/reception (COMP): decrease interfemmedge usersfo
cells by special transmission and reception techniques that utilize multienitamd receive
antennas from multiple locations, which may or may not belong teahe physical cell. The
goal is to enhance the received signal quality and decrease the receivednspdéetnce.

However there are existing solutions, some drawbacks to the current intieterédirence coordination
techniques can be identified. Most importantly, inter-cell interference manageneisting LTE/LTEA
networks is achieved using distributed protocols. Solutions, such as e sbomarized Coordinated
multi-point transmission/reception are quite complex, produce significaocégsing overhead (thanks to
the used distributed graph coloring algorithms that are highly comptesuboptimal) and demand hige
power and network resource requirements on the RAN.
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Figure 33 — SDN-enabled eNodeB control for inter-cell interface management [162].

SDN architectures with OpenFlow offer a promising toolset to cope with the afitegibns of inter-cell
interference management. Figud@depicts a possible SDN-based, logically centralized control layer for
radio resource management enabling radio resource allocation decisiomaddebwith a global view on
all the eNodeBs. Such a solutions could be far more optimal than the egistiriguted radio resource
management (RRM), mobility management, and routing techniques deplogadent mobile Internet
architectures. Centralized network intelligence could make RRM decisions badgdamic power and
subcarrier allocation profile of each eNodeB. Moreover, scalability could alohamced because as new
users are added, the required computing capacity at each base statios l@m#ianks to the centralized
RRM processing inside the SDN controller. Also, a standardized OpenFlowi.ARIthe southbound
interface between the SDN controller and the eNodeBs) could ensure effictbmateaabstraction making
upgrades to be performed independently from the radio hardware cantgppone

3.4.18 Traffic management and offloading in mobile networ ks

One of the most straightforward use-case of ONF is traffic steeringegimdnanagement that have received
tremendous attention within the SDN community. Tools of smart traffierisg can be applied for
advanced load balancing, load sharing, content filtering, policy controémfiodcement, error recovery
and redundancy, and in general, any application which involves tilaffioperations and control. Putting
all of these potential SDN applications into the context of mobile and wireless ketwegather an other
set of potential use-cases like traffic offloading and roaming stippantent adaptation (e.g., adaptive
streaming solutions), and mobile traffic optimization.

After leaving the voice dominated mobile era, the traffic became a lot moredictable: the transition
to broadband mobile Internet and the traffic explosion in the audio andstig@aming domain resulted in
a set of new requirements where the excessive bandwidth demiaaaigetthat barriers profitable network
operation. More efficient paradigm is needed to be adopted in mobile Interimiétetures helping to scale
capacity, ensure optimal use of resources, and to support service tifeerio maximize revenues.

In this SDN use-case, OpenFlow enables mobile Internet traffic to be dynamiwhidaptively moved
and removed in the mobile network based on a number of possgijglertcriteria, such as individual or
aggregate flow rate (such as per application or per user user aggregaigmepate flows number on a
particular port or link, flow duration, number of UEs per cell, available bahtbwP address, type of
application, device utilization rate, etc. All of these criteria can be defined either bgaheruby the
mobile operator. For example, the operator could measure network conditidscide to offload mobile
traffic in case of need. As a user-centric alternative, subscribers couid based on their preferred
parameters and pre-defined policies, like: 1) voice calls should nevdtdasletl, 2) FTP download traffic
should always be offloaded to Wi-Fi, etc.

In a more advanced use-case, it could be envisioned that users travellinacoess radio environment
simultaneously connecting to multiple RANs (perhaps even ones of thaegrhNetwork parameters such
as congestion, quality of service (QoS), quality of experience (QoE) areneasnd triggering factors
(e.g., a flow rate threshold) are set and changed dynamically by the mobile operator. E.g., “If the flow is an
FTP download, and the flow rate exceeds 100 Kbps, hand over the flowLf& to WiFi.” As the
example shows, distinct criteria and thresholds could be applied for diffeygitasipns and therefore
different flow types running on the same UE, or on the terminfalfifierent subscribers. Of course
thresholds could be based on the widest range of possible criteria like usprifde; location, service
plan, etc.
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Figure 34 — SDN-based offloading in heter ogeneous maobile I nter net access environment [162].

Within this scenario, offloading means moving traffic from a 3GPMNRA.g., cellular, small cells,
femtocell, etc.) to a Wi-Fi access based on operator-centric decision andia@xenechanisms. The
vertical handover process must be completely seamless (i.e., no datadossextivity problem should
occur, IP address should be preserved or at least the address changbeskeatdlessly handled, etc.) to
maintain the user QoE. Offloading can also be used in reverse diredtionexg., congestion on the Wi-
Fi network triggers to choose a set of mobile users to be movedtioeaWi-Fi acces or to a cellular
mobile data connection. If we have a programmable, softwarized envinbasmdepicteth Figure34, we
could enable such intelligent choices and offer a wide range of new setthiee€3DN controller could
interact with network information server entities such as ANDSF (Access NeDiszovery and Selection
Function) or 802.21 MIH MIIS (Media Independent Information Servicedfscovering and select the
most appropriate wireless network to the UE/UEs or even individual appliciaties) find execute the Wi-
Fi offload. This use-case requires the mobile network controller (probabiging in the MME), to
cooperate with the ANDSF/MISS, and also the framework must provitenag information on the actual
connectivity details of UEs in all the available RANSs.

Mobile traffic management and advanced offloading have become hot toiidhevexplosion of mobile
data traffic because it enables operators to optimize resources, and improve QB/QgiEbandwidth
mobile multimedia applications and services. However, not only offloadintpeisonly interesting
application: wireless link aggregation is also a promising sub scenaiizh wlakes UEs able to bundle
available wireless connections and bandwidth to increase aggregated linkyc&patlEs. This also
requires multi-access mobile devices handling different overlapping RANs at théirs@me
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4. Challenges and research objectives

This section summarizes the research objectives and main research chalferegmsirce, traffic and
mobility management topics, which we are concerned with in project SIGMONA investigated use
cases and scenarios are summarized in Section 0.

4.1 Resource management

4.1.1 Combined Virtual Mobile Core Network Function Placement and Topology
Optimization
Main targeted benefits

The problem of finding an optimum mapping of virtual nodes and lotko a given physical
substrate network is considered as the virtual network embedding (VNE) prdtdeMNE, some
solutions have been already proposed in the scientific literature as described in 3dcto
These approaches consider the optimum embedding of a virtual netittogeedefined topology
onto a given physical substrate network. Thus, the virtual netiwpdtogy (graph) itself is fixed
and not subject to optimization.

TU Chemnitz focuses on the virtual mobile core network embedditdgonand develops a novel
approach for combining the optimization of the virtual network tapolwith the VNE
optimization. It relies on the joint embedding of individual core networkiceichains where a
core network service chain denotes the sequence of mobile core VNFs a ceetrarplane
traffic flow has to traverse.

Challenges
e The optimization target is to find a feasible embedding of the core retervice chains according
to given physical network link/node capacities and capabilities, so as to miniminéatrest for
the mobile core network embedding while accommodating the traffic dkbmbha main challenge
here is to construct a suitable linear optimization model for the VIdBlgm combined with
topology optimization, which scales well and is solvable in an acceptaleldéréime.

4.1.2 Network resource availability awar enessin SDMNs

Main targeted benefits
Network resource availability awareness will be the foundation for resoatagement process,
service provisioning and optimization traffic management, as well as sectoigcton and
monitoring process.

Challenges

e Heterogeneity of network resources and dynamicity

o Data entities associated to network resources will need a common undegstamdl common
taxonomy

e Network resource management will need a semantic understanding aliffengnt software
defined solutions

e Adapt current network management platform in order to configure atebtcthe different partner
SDN test systems involved, using programmatic resource manage mefetdogiment

e Use latest realtime BigData technologies in order to cope with the immediateness and data
volumes required

4.1.3 Optimized video delivery

Main targeted benefits

The objective is to enable E2E traffic optimization from client to cloud applicatidetwork
resource demands should be communicated by the applications requiringi@astees to the
SDN controller. This research area focusaghe following questions: (1) precisely define the
needs of our application towards SDN functionalities to be able to providsewite, (2) study
the available SDN REST API® check current and future abilities, (3) test current solutions.

Challenges
e Todevelop application server components to interact with delivery sengettseaBDN controller,

e To develop traffic engineering driven via “affinity service” from the SDN controller,
e To ensure development agility to take into account future SDN controller abilities.

4.1.4 In-network caching
Main targeted benefits
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In-network caching allows storing the content in a location close tostims,wcaching permits to
reduce the load on the network. Timenetwor caching allows to move the cache trought the
network. This enables that contents are served from a location close to théhuseitse packets
travel less, so the network resources are spared. Caching mainly #nadicequests to the same
contents go every time through the whole network to the packet gatewdyhe interconnections.

Challenges

Providing in-network caching requires terminating GTP tunnel
Efficient in-network caching requires proper monitoring and dynami allacatgorithm

4.2 Traffic management

4.2.1 Joint traffic and cloud resour ce management for service chainingin SDMNs
Main targeted benefits

Creation of high performance service-chaining applications contributies folfillment of traffic
demands and higher quality expectations from custqgmiite reducing capital and operational
expenses associated with their networks. To achieve this, trafficddt®yprocessed only in the
necessary middleboxes and should refrain from processing inassaeyg middleboxes. Detailed
identification of each flow, and establishing an appropriate dynamic serviaefoh#tat flow is
the main problem. In this project, Ericsson will work on developing anBlpw-based SDMN
architecture where the SDMN orchestration controller will control not only theféiomarding
hardware, but also the middleboxes that are distributed in geographg Metwork-Enabled
Cloud by using the traffic and cloud resource management methods.

Challenges

To develop traffic engineering and service chaining andtesgahd routing application in SDN
controller (OpenDaylight)

Congestion discovery at both routing path and application in cloud.

Use cloud management system and integrate with controller using API.

4.2.2 Coordinated traffic and resour ce management and efficient routing in SDMNs
Main targeted benefits

Existing cellular networks suffer from inflexible and expensive eqaincomplex control-plane
protocols, and vendor-specific configuration interfaces. Comparednivitdl networks, cellular

networks have some unique features and face significant scalability gesllels networks

become more complex and traffic diversity increases, there is the appeeehto manage the
traffic carried by the network.

The goal of traffic management is to decide how to route trafficrietwork in order to balance
several objectives such as maximizing throughput, balancing the link utilizatimss the
network, controlling the bandwidth allocated to competing flows, niiing latency and ensuring
reliable operation when traffic patterns change or parts of the networlDiidrent traffic
management methods in SDN for wireless networks have beennexhimi Section 2.2.2. For
joint routing/resource management, most common approaches and techarigussuristics.
Mixed Integer Linear Programming (MILP) is also often used since tit@en's nature is NP-
hard. Approaches using graph theory and multi-commodity flow imiexe as well but may not
take into account all of the requirements of the problem. Other aghe are based on game
theory, multi-agent systems, self-organization and policies.

Challenges

The goal is to provide resource allocation techniques for mobile networkstiexplirtualization

in regard of content-aware, operator centric, optimal treatment of udar wih appropriate
Qo0S/QoE and possibly with appropriate energy consumption.

After allocation of resources by intelligent heuristics, the principles of dah&ory and/or game
theory can be applied to further manage bandwidth and routing cesofor varying traffic
conditions.

The analysis of the optimization possibilities for the existing traffic m@sdurce management
solutions/algorithms and examination of their suitability for heterogenemsile network
architecture will be performed for the designed semi-distributed algorithms.

4.2.3 Application-level traffic optimization in SDMNs
Main targeted benefits
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By the integration of ALTO network information service into SDNs ALTézdmes transparent
for the UE or the service claimant entity (no deployment cost in the D&). to ALTO
information, the ALTO client in the SDN controller can overwrite the initial peer tsahec
decision of the service claimant entity (e.g. UE). Any flow can be digadignselected for getting
ALTO guidance and SDN provides built-in redirection mechanisms.

Challenges

Development of ALTO client in SDN controller, realization of ALTO CligmServer interface
defined in the ALTO protocol specification and ALTO server

Implementation of flow redirection to selected peers with Redirect server
Implementation of routing in and beyond SDN-based network areas

Implementation of ALTO Servew-Network APIs, automatic network map provision, cost map
provision, and merging of map information

Selection of ranking aggregation technique for ALTO guidance based on mulSplymes: it is
an interesting research question, which kind of ranking method sheulssed for ranking
candidate endpoints for a given service class. There exist many multi-attrbiuterde@ging
methods in the literature, such as weighted sum, weighted product, ahayicchy process,
multiplicative analytic hierarchy process, distance of ideal alternatives etc anbjective is to
provide guidance in the selection of ranking aggregation technique miéple cost types and
criteria must be considered resulting in different rankings of the alternatives.

4.2.4 SDN-controlled | P wir eless mesh networ k
Main targeted benefits

This research topic addresses the opportunity of offloading the Radio Atewesrk by the use
of IP Wireless Mesh Network (e.g. WiFi Ad Hoc). Here we consider SDN confrdP
communications in the edge networks, meaning that smartphondixeshdjateways are SDN
capable. It is commonly assumed that such a target would be handlatieyraimals themselves
as a completely distributed system without mobile network supervisias. résearch topic
investigates wether the mobile network operator can keep contrbésdé tommunications to
redirect traffic to a different access network (e.g., fixed).

Challenges

Specify solutions to allow coordinated and efficient IP Wireless Mesh commungattnween
end-terminals (such as smartphones) by a supervisor.

Define a software architecture to provide support of SDN on smartphonéglaneight mobile
devices.

Specify and implement topology control algorithm for such kindetfvork

Specify the adequate parameters (such as proximity with a fixed gataleaying controller to
take decisions about the most effective topology for the network.

4.2.5 Securemobile data offloading in SDMNs
Main targeted benefits

The benefits of a secure mobile data offloading research are mainly relates sigrttiicant
improvement of the networks capacity. Offloading part of the traffim the SDMN network will
result in an important increase of the available resources efficiency wheysthm $s coverage
limited, capacity limited, or both.

Challenges

Analyze the data handling to manage the secure mobile data offloading ovét. SDM

To characterize the additional capacity, which can be obtained by network opedato
including opportunistic offloading techniques.

Analysis of the data handling, in order to manage the secure mobilefitizaaing over SDMN.
Understand how traffic requested by the users should be managedenge of hybrid
infrastructures (Wki-LTE-SDMN).

Maximize the gain for the operator in terms of saved bandwidthemebrk capacity through
the design of efficient offloading protocols.

Find a distributed trust and security model that allows the network topmatpange remaining
it secure and trustful.
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4.2.6 DiffServ QoSin SDN-based transport

Main targeted benefits

DiffServ QoS architecture can provide soft QoS guarantees on top of diffeager2
technologies in a scalable manner. However, in current SDN standards Qeenklow,
OpenFlow Configuration) QoS management is still in early stage. Our resdlrititus on the
discovery of QoS capabilities of SDN-transport (traffic classification, sbapfolicing,
dropping), in order to provide QoS guaranteegautially) virtual network forwarding paths of
MNOs and VMNOs.

Challenges

o DiffServ QoS may provide a scalable QoS enforcement service providing soft @adtges. It
may enable both flow separation and sharing of supplementary link capaPit@vision of
DiffServ QoS services is possible with multi-level priority queues.

e Current ONF specifications (OpenFlow, OF-config) do not support ewit priority queues,
only, one-level, flat priority queues using a simplified versiohiefarchical token bucket filter
and hierarchical fair-service queues.

e QoS should be guaranteed on virtual mobile network level, with enowgtulgrity. Traffic
aggregates mapped to different QoS classes may represent e.g., diffetieatdasses for the
MNO, entire traffic of a mobile network slice, or service classes per mobile netlicek. We
will investigate with measurements the traffic management capabilities edotig different
multi-level priority queues. It is challenging to define the appropriate legriaoiularity.

¢ Interaction with PCRF, and the mapping of 3GPP QCls to the Diffserv QoS cldssbscan
guaratee dynamic policy control for traffic separation is also an important clalleng

4.2.7 Quality of Service enforcement in SDMNs
Main targeted benefits

The QoE Managaement framework ISAAR can benefit from adding SDdidnalities. The
quality monitoring of Internet services starts with identification of éspected flows within the
traffic mix. Normally a lot of processing is needed for this detectioe, to the Deep Package
Inspection (DPI) required. To simplify that mechanism the OpenRhiwy (hatching rules can be
used. Therefore, the OF controller has to be configured in a way whicks allientifying
measurable traffic by using the matching rules and teeing it out to éhe wieasuring points of
ISAAR in real-time. This flow selective copy port mechanism allows fofidrafeering of the
relevant packets towards centralized measurement probes. On theamtthédfh functionalities
can be used for changing the per hop behaviour (PHB) for eafit fiaf.

Challenges
e Torealize a comprehensive traffic monitoring and enforcement wigHf@nlmeasurement points
the traffic has to be crossed out and transported to that measurement points
e Current SDN implementations like Open flow are lacking of priorization fumstfor specific
traffic flows
e The signaling between the points of mesewithin the network and the measurement points has
to be defined and the additional network load has to be analysed

¢ Interaction with PCRF, and the mapping of 3GPP QClIs to the Diffsersedasd other markings,
which can be used for traffic enforcement on flow level is also anrtamtcchallenge.

4.3 Mobility management

4.3.1 Extension of HIP-based DMM solutionsfor scalableand secure mobility management
in SDMNs

Main targeted benefits

By the integration of centralized and/or distributed anchors (of pos#Bglutions) with the
SDN forwarding functions QoS/QoE driven mobility management and supparbroplex
mobility scenarios will be supported.

Challenges

e What are the performance gains of delegation-based HIP signaling schenteeo#eE HIP
signaling scheme in distributed mobile network environment. Severalesmgig questions must
be answered regarding the optimal settings of HIP lifetime parametersiartber of GWSs in E-
E HIP and UFA HIP. During the adjustment of those parameters, theobyjaative is to keep low
the signaling overhead.
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o An interesting question is, e.g., the influence of the setting of apHit@meter, called
unused association lifetime (UAL), on the overhead. UAL gives the leoigitle
communication period between two HIP end-nodes after which the proleletés the
HIP HA and IPsec SA pair. Higher UAL results in longer SA periodscéhdower SA
establishment (HIP Base Exchange, BEX) rate, but increased number of IPaad SA
HIP HA entries that must be stored in the memory of HIP nodes. Morébwereases
the overall rekeying rate in the system. Rekeyings are triggered tamtgoeriods during
the lifetime of SAs. Both BEX and rekeying contain the computationallyaddimg
ephemeral Diffie-Hellman (DH) key exchange procedure, thereforectiedwf their
rate is essential.

o Another interesting question is related to the delegation of signaling rightsntaoy
levels of delegations, i.e., propagation of signaling rights from delegatelégate,
should be enabled, and how should the original delegator set the expiratosf Such
an authorization certificate (i.e., the delegation lifetimgs )l These parameters
influence the average length of delegation certificate-chains conveyethaogéth
public-key signatures in mandated update procedures, hence influenloadhof the
network elements and transport network.

¢ How SDMN addressing conventions and options can support deployméradfllP GW entities
in a loosely coupled SDMN UFA HIP integration scenario.

o Loosely coupled integration of SDN technologies and the UFA HIP scheme ewnsid
scenarios where OF switches are not HIP-aware, they only provide atertdpansport
service for HIP signaling and user plane messages. However, it ie@amogstion how
SDMN addressing techniques, conventions and options will emerge, and whesiger th
SDMN addressing schemes will support deployment of UFA HIP (and any padgt DM
solution), or modifications are required for such integration.

e What are the performance characteristics of HIP-capable OF switch based UFAerHBoopn
a tightly coupled SDMN- UFA HIP integration scenario.

o Tightly coupled integration of SDN and UFA HIP considers HIP-aware OF switches
where Host Identity Protocol (and its UFA HIP extensions) are operatingoaglamd
flexible secure control and user plane with advanced DMM solution for SDMNs. The
most important question in this scheme is the applicability: what are thamparfce
limitations of such a novel, HIP-based SDN mobility architecture.

4.3.2 Proxy MIPv6in SDMNs

Main targeted benefits

This topic investigates the concrete evolution of the standardized Proxy MolBlI¢RRIIPV6)
mobility management protocol for SDN-NFV architectures.

Challenges
e Addressing of the specification details for efficient integration of PMIit6 an SDMN
infrastructure (e.g.: integration with service chaining, coordination witbritteestrator, etc.),
¢ handling of the SDN control plane,
e emulation of network functions (Mobile Access Gatewd§AG, Local Mobility Anchor - LMA),
¢ relocation of the LMA function on a per user basis.

4.3.3 OpenFlow-based mobility management for heterogeneous SDM Ns
Main targeted benefits

Purely SDN-based mobility management solutions provide mobilitgpamency to higher layers
even without applying additional tunneling. Advanced mobility scenaaiod fine-grained
mobility management is to be supported within heterogeneous (3GPR&RIP) access
environments using a clean, OF-only mobility management solution.

Challenges

e SDMN integrated ANDSF OpenFlow solution for 3GPP-compliant handover optimization in
heterogeneous SDMN access environments.

o ANDSEF is specified in the 3GPP standards to provide information to assissGPP
access network selection and to facilitate efficient inter-technology harglom
3GPP/non-3GPP context. However ANDSF is also a promising tool for SDMNs, ver
little previous work is available on the topic of ANDSF and OpenFlow integration.
Support of flexible and adaptive network controlled, OF-driven IP flowbility,
location-based optimization of access nework discovery and smart aetestion for
UEs in SDMN environments are the main challenges to be solved withinghas to
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e SDMN integrated IEEE 802.21 MIH OpenFlow solution for obtaining link information and
controlling link behavior, in an access-independent manner for 3GRBGPP heterogeneous
SDMN access environments.

(o]

802.21 MIH provides an extended set of features for handover optimizatiopared to
ANDSF. There are published works that rely on the extreme flexibility5DN
mechanisms in order to desing and develop OpenFlow extensions fal eodtmanage
wireless links through Media Independent Handover mechanisms. Howewerof the
published efforts managed to map the proposed OF based MIH-awaiiétymob
management schemes into the LTE/EPC protocols. Mapping IEER18pBmitives
together with the integrated OpenFlow-based mobility management extensions
LTE/EPC will offer new perspectives to network designers for enhgnéiture
softwarized mobile networks (SDMNSs).

4.3.4 Enabling secure network mobility with OpenFlow
Main targeted benefits

Mobility offers many dazzling opportunities that also bring with tleemme profound challenges
related to security and privacy. We argue that mobile IP has limitatiaissadoS, passive
eavesdropping, insider attack, replay ttack, tunnel spoofing and locaitiasyp[3]. Security in
IP based networks is widely tackled with a common set of protocolsasauof secure file
transfer protocol (SFTP), secure socket layer (SSL), and transporsdayeity (TLS). OpenFlow
enables an acceptable level of security with SSL or TLS though; it does pottsobility [4].
These limitations insist modifications to the current OpenFlow architecture. $pexdfically,
below we describe the major problems of present OpenFlow version.

(o]

Flow processing: Change of address would disrupt flow processimy fietwork
switches. Thus, require regular updates to flow tables.

Secure session management: Changing an IP address may also tezcttd@8SL/TCP
sessions.

Secure handover: Problem of mutual authentication and reauthenticationwe8SL
cannot support mobility alone and certificate exchange would not be pteféoakast
moving OpenFlow clients.

Flow rule management: Change of IP address to solve latter issue edd#@mal
overhead, since flow rules must be updated frequently.

The test bed attempt the address the previous problem by enabling identity $epat@tion in
the SDN control plane.

Challenges

As far as the sessions are built on top of the IPs which are dynamic ahdraigctant to change
with mobilit. Furthermore, use of another identity such as media aooessl (MAC) address is
excessively vulnerable, since it can be easily replicated in a virtual machee latest

implementation of OpenFlow version 1.0.0 uses TLS version 1.0 arf TapP which is too fragile
due to mobility. Thus, the challenge now it to come up with a differenti@olbut without a

performance drop or secure vulnerability due to mobility.

(o]

Redirection This aspect is generally addressed by providing some sort of re-directio
mechanism to enhance the traffic steering already provided by basigrdreitirection

can be achieved by replacing the destination address with a surrogate adudréss th
representative of the new location of the end-point. Different techniques will tiow
redirection of traffic either by replacing the destination's address altogethey or b
leveraging a level of indirection in the addressing such as ttévad with tunnels and
encapsulations.

Scalability Most techniques create a significant amount of granular state to re-direct
traffic effectively. The state is necessary to correlate destination IP addresgesific
locations, either by means of mapping or translation. This additional state bau
handled in a very efficient manner to attain a solution that can supgeployable scale

at a reasonable cost in terms of memory and processing.

Optimized RoutingAs end-points move around, it is key that traffic is routed to these
end-points following the best possible path. Since mobility is based laogehe-
direction of traffic, the ability to provide an optimal path is largely a functibthe
location of the re-directing element. Depending on the architecture, th@satay
generate sub-optimal traffic patterns often referred to as traffic triangulatibairer
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pinning in an attempt to describe the unnecessary detour traffic needs tehtak the
destination is mobile. A good mobility solution is one that can prowinized paths
regardless of the location of the end-point.

Client Independent Solutiont is important that the mobility solution does not depend
on agents installed on the mobile end-points or on the clients commuogivatth these
end-points. A network based solution is highly desirable and istkekie effective
deployment of a mobility solution given the precedent of the largalled base of end-
points that cannot be changed or managed at will to install client software.

Address Family Agnostic SolutiorSince mobility relies on the manipulation of the
mapping of identity to location, address families with lengthier addresse®tpral/ide
alternatives not available with smaller address spaces. These address dependent solutions
have limited application as they usually call for an end to end deployment.
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4.4 Basic assumptionsfor resource, traffic and mobility management

This section collects basic assumptions, which provide guidance to the resedrahtive resource, traffic
and mobility management related research directions and objectives.

Table 2 assigns the research topics of SIGMONA WP3 with the basic assumptioapmaiject. The table
also contains some short reasoning in the Notes column.

Table 2 - Mapping of basic assumptionsto use cases

Basic assumptions

Use cases

Notes

Assumption on Migration:
Compatibility with the legacy systemsg
vs. Clean-slate deployment

DiffServ QoS in SDN-based transport
Post-DMM, PMIPv6-SDN
SDN-based mobility management

Coordinated traffic and resource managem
and efficient routing in SDMN<lean Slate

Compatibility with legacy systems:

keep PCRF, provide compatiblity with
MIP/PMIP-based legacy solutions; SDN
support of GTP tunneling

Clean-state

purely SDN-based mobility

Assumption on network functionality:
Virtualization and running functions ir
cloud

ALTO-SDN

DiffServ QoS in SDN-based transport
Post-DMM, PMIPv6-SDN
SDN-based mobility management

Coordinated traffic and resource managem
and efficient routing in SDMNs

Network Functionality

Network Functions in the Cloud,;
Keep delay budgets (e.g., service
interruption times due to HO)

Assumption on Quality of Service: Qd
provision in virtualized mobile core
networks in SDN-based network
forwarding paths

ALTO-SDN

DiffServ QoS in SDN-based transport
Post-DMM, PMIPv6-SDN
SDN-based mobility management

Coordinated traffic and resource managem
and efficient routing in SDMNs

Optimized video delivery for BVS in SDN

QoS enforcement is needed in SDN
transport, reduce impact of mobility on
QoS, dynamic QoS-aware routing in SD
In non-SDN domains we should keep 3(
QoS enforecement

Assumption on mobility management|
SDN-based mobility management
versus 3GPP and MIP mobility

Extesnion of legacy solutions:
Post-DMM, PMIPv6-SDN
SDN-based:

SDMN integrated ANDSF/802.21 MIH (SDI|
based, but using legacy components, e.g.
ANDSF); Secure network mobility

SDN-based mobility management: SDN
support for GTP tunneling / exchange of]
GTP tunnels with SDN paths.

Legacy mobility management and tunne
Post-DMM use-case aims to provide
compatiblity with legacy tunneling
solutions, e.g., MIP/PMIP-based legacy
solutions, utilize ANDSF etc

Assumption on locator and identity
assignment to UEs in SDMNs: the
current practice will not change even
P-GW-C is virtualized vs. new
identity/locator assignment solutions |
needed

ALTO-SDN

Post-DMM, PMIPv6-SDN

SDN-based mobility management
Coordinated traffic and resource managem
and efficient routing in SDMNs

Current practice will not change in terms
IP address distribution mechanisms for ¢
hosts:

IP distribution is assumed to not change
short or mid-term;
Influence of Identity /locator separation g
part of mobility management in IP
networks ;

Assumption on Delay-Security
Constraints: Optimize security setup {
reduce delays

DiffServ QoS in SDN-based transport
Post-DMM
SDN-based mobility management

Secure network mobility

Optimized security setup to reduce dela
security synchronization with global
identities; authentication /reauthenticatig
and context transfer during mobility;
Security mechanisms might influence O
signaling procedures (flow mapping to
queues, traffic policing)

Assumption on network monitoring:
NM should be aware of network
virtualization vs. NM should not be
adapted to network virtualization

ALTO-SDN

DiffServ QoS in SDN-based transport
Post-DMM

SDN-based mobility management

Coordinated traffic and resource managem
and efficient routing in SDMNs

Network Monitoring: Aware of Network
Virtualization. Or use cases may require
information from network monitoring
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Network resources availability: Physical
virtualized resources (managed by MNO

Assumption on availability of resourc{ Resource availability awareness based o

- . SDMN B .
Resource availability awareness is th MNVO) will require to have updat
foundation for resource management| In-network caching information on available inventory 3
process, service provisioning and topology.

optimization, traffic management as
well as security protection and
monitoring process.
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5. Use cases and scenarios

This section defines the use cases and scenarios of dynamic resadfiiceand mobility management
functions in SDMNs.

5.1 Resource management

5.1.1 Combined Virtual Mobile Core Network Function Placement and Topology
Optimization

This topic focuses on the joint embedding of individual core mits@rvice chains where a core network
service chain denotes the sequence of mobile core VNFs a user or controlgfferftotv has to traverse.
This relaxation is feasible as the mohkibemobile traffic share has only a minor impact on the virtual
mobile core network topology and on the placement of the VNFs due fadhthat most of the traffic in
mobile networks is caused by Internet applications. All embedded service thgd@ther then comprise
the virtual mobile core network.

In our optimization model, a service chain is further decomposed irsterglane service subchain (TAP
- SGW - PGW - IXP) and several control plane service subchains (TAP - SGWE - HSS), (MME -
SGW).

The traffic demand is specified as follows: for each core network sefvéde the (user and control plane
related) bandwidth requirements on the virtual links between the VNWslbas the processing, storage
and switching (throughput) resources the VNFs pose on physicas iaoel given.

The optimization target is to find a feasible embedding of thermiveork service chains according to given
physical network link/node capacities and capabilities, so as to miningizetéh cost for the mobile core
network embedding while accommodating the traffic demand. We formulatéjisetive function as a
linear combination (with weight factors) of three cost terms:

e Basic cost that occurs if any VNF is placed on a physical substi@dge no
e cost per occupied storage, processing and switching unit on a plsygistthte node and
e cost per occupied capacity unit on a physical link.

5.1.2 Resource availability awarenessin SDMNs

Network resource availability awarenassn the focus of this use case. The use case, illustrated in Figure
35, will identify both physical and virtualized network resources, populatirigventory showing topology

and availability of resources deployed, also inalgdhe traffic and resources needed for the deployment
of the secure data offloading.

The use case proposes a network resources monitoring platfornemt@mgeet visibility of the different
partners’ SDMN systems.

The management platform is fully horizontally scalable, both @rl#vice management and event storage.

Use case will employ latest real time BigData technologies in order to cope withrttegliateness and
data volumes required. Being based on a high availability and scale dgucatidn, it will be able to cope
with the most demanding programmatic configuration tasks, coviméngiost demanding usage scenarios.

¢ Information regarding virtual and physical networks will be collectedt&itus monitoring and to
be presented in a GUI
o Requires appropriate functions in SDN controller and SDN switches

Figure 35 - Resour ce availability monitoring

5.1.3 Optimized video delivery
Themain principle of the use case is depicted in FifRée
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Figure 36 —SDN use case, HT TP video streaming scenario.

The scenario is divided into three main steps:
Step 1: The End-User is connecting to a BVS application servers to select a vitigooto Ipis terminal,

Step 2: The application asks the SDN interface to setup an optimized netatlorikom one of the video
content servers and the End-User's terminal

Step 3:Video is played on the End-User's terminal, streamed by the selected delivery

The detailed sequence diagram of the scenario is depicted in Bigure
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Figure 37 — Deatiled sequence diagram of HT TP video streaming scenario in SDN environment.

Required functions from the SDN layer:

e to set up affinity service according BVS application server requirementspgrdink and
attributes). Inputs:

o Affinity groups: a list of endpoints, which identifies application interfacessers. All

endpoints within a given affinity configuration are assumed to be watkingle layer 2
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domain at the current stage of the implementation,

o Affinity links: connection between two groups with a given policy,

o Affinity link attributes: define how flows should be handled. Attributesaligned with
a given SLA.

e to open a network path with min/max bandwidth from a deliveryesd¢ovan end-user. Inputs:
o the end-user terms (IP),
o the delivery server terms (IP),
o the min/max bandwidth (Mbps)

e to free an existing network path (ie. Remove endpoints frommpgo Inputs:
o the end-user terms (IP),
o the content server location (IP)

5.1.4 In-network caching

The first and most relevant advantage is that caching reduces the knétaffic and the bandwidth
consumption. The requests are served from a local copy, thusah®t do across the whole network to
fetch the content from Internet. Thus, caching reduces the netvaatlatlid the peering costs since less
volume is going in and out of the network. Another advantage is thagéhne content from local copies
improves the users’ experience by reducing the latency. The cache allows retrieving the content from a
close location so the round-trip time (RTT) is lower for the local c@refor the original web server.The
caching also increases reliability since the connection does not go acritigdentinks through the
uncertain Internet. Another positive point is that caching reduces the loadsamnbes by load-balancing
the requests on the different caches. Thus caching can also entermeuginess of the service since in
case the web server goes down, the contents can still be served with tlwopycstored in the cache.
However, caching can have drawbacks too, since it increases the lat@asg iof a cache-miss (content
not stored yet) or in case of non-cacheable content. Caches can alsotthenadk or a single point of
failure if the design is not done carefully.

We present use case on how SDN is used in the context of the SDMN after rethev@P tunnels and
enable caching in any location of the backhaul networks.

The architecture used for the test case has been inspired by the ContentHliow. dblis composed of
several elements, including caches, proxies, a SDN controller and a cache contrelj@oxies include
a request analyzer, to get the URL requested, and is thus referred to eitherngsca an analyzer. In this
testbed, the topology is defined and does not change so some related static sefesratiee switches.

Figure 38 presents the first testbed, composed of a single client (for a base statiaxy,aapg8DN
controller, a cache controller and two caches. The tests were performedragticdhfigurations:

* Without any caching, directly fetching the content from internet.
» With caching in a first cache.
* With caching in a cache closer to the client.

The tests have been performed by adding latency and reducing bdmomttie link between the two parts
of the network.
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Figure 38 - Demonstration scenarios of the SDN caching implementation.
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5.2 Macroscopic traffic management

5.2.1 Joint traffic and cloud resour ce management for service chainingin SDMNs

An explosive growth in the data traffic necessitates higher capacities in the methitek infrastructure.
Thus, networks are becoming more difficult to manage. In thiat®n, operators try to meetears’ and
enterprise expectations with higher performance, ubiquitous connedtvis, operational cost. Services
which are provided by operators have to become more efficient to heomigetitive market and fast
rollouts are required.

In addition to provide those services there are many network applicationsssiiwalls, content filters,
intrusion detection systems (IDS), deep packet inspection (DPI), netduhless translation (NAT),
content caches, load balancers, wide-area network (WAN) accelerators, mialtitrexascoders,
logging/metering/charging/advanced charging applications, etc. already existing in today’s networks. Such
applications are generally referred to as middleboxes, because they are coexeoulgd along the traffic
path, with their existence usually unknown by the end usefactpalmost all traffic in mobile networks
visit a pre-defined sequence of middleboxes en route to its destitadimy. Such a sequence is commonly
referred to as &service chaiin Then, a service chain consists of a set of network services that are
interconnected through the network to support an application such assueidming video, e-mail, web
browsing, etc. In other words, service chainifgchestrates” the network flow for every offered
application.

Creation of high performance service chaining applications is essential tdraféetdemand, higher
quality expectations from customers while reducing capital and operationakeg@ssociated with their
networks. To achieve this, only necessary middleboxes shoulddespeal. Detailed identification of each
flow, and establishing an appropriate dynamic service-chain for thatgltve imain problem.

In this project, Ericsson will work on developing an OpenFlow-based SDMN architedtare the SDMN
orchestration controller will control not only the flow forwarding hardwhrg,also the middleboxes that
are distributed in geography in the Network-Enabled Cloud as illustrateddraanple in Figure39. A
savice chain application running on this controller will be developed that will joimiiyroze:

e participating middlebox selection
¢ dynamic chain adaptation based on results from executed middleboxes
e corresponding entb-end routing

for different user, subscription, application, geography, and context d#tatsaser perceived quality is
maximized, network congestion and middlebox overload probabilities are minimized

ECres AN PRI AT
CTATR AL

Figure 39 - Example of Middlebox Selection.

Ericsson’s modifications of existing standard mechanisms have been depicted in #gure

Developing an SDMN service chaining orchestration to cover all possible scenarios risalistic,
therefore Ericsson will focus on the below described use cases within SIGMONA.
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5.2.1.1 Service chaining use case 1. Selecting video transcoder according to QoS requirement and
routing efficiency.

Network providers may sell high quality video subscriptions to cus®memay want to differentiate
quality based on specific applications (youtube, facebook etc.). Videaddersn the service chain can
be selected accordingly via the SDN controller.
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Figure 41 - Service chaining use case 1: Selecting video transcoder .

1) The router queries the SDN controller on how to proceed with a new “video streaming” flow.
2) SDN decides based on (i) user profile (subscription details, device capability) @hd/or (
network congestion map, decidesadfservice chain” for this flow.

It pushes the necessary <Match,Action> rules to the routers to facilitate the Semiice Ch

It manages the Video Transcoder service by determining its instancepanilying it with the

necessary information (flow details, conversion details, etc) using the new “Controller to Service Cloud
APL”
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5.2.1.2 Servicechaining use case 2: Ad insertion over video.

Network providers may want to insert ad over video accordingeopusfile.

Figure 42 - Service chaining use case 2: Ad insertion over video.

1) The router queries the SDN controller on how to proceed with two new “video streaming” flows, one
for a standard user and another for a premium user.

2) SDN decides based on (i) user profile (subscription details, device capabilitgy &ndnetwork
congestion map decides offsarvice chain” for this flow.

It pushes the necessary <Match,Action> rules to the routers to facilitate the Semiite Ch

It manages the Video Transcoder service by determining its instanceeaifgtisp it with the necessary
information (flow details, conversion details, etc) using the new “Controller to Service Cloud APL.”

It manages the Video Ad Insertion service by determining its instancepandying it with the necessary
information (flow details, ad details, etc) using the new “Controller to Service Cloud APL.”

5.2.1.3 Service chaining use case 3: Ad insertion over web content flow.

Network providers may want to insert ad over web content flow accotdinger interst as illustrated in
Figure43.
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Figure 43 - Service chaining use case 3: Ad insertion over web content flow.

1) The router queries the SDN controller on how to proceed with a new “web content” flow.

2) SDN decides on “service chain” for this flow that contains DPI followed by Big Data Analytics that
instigates Ad Insertion into the content.

It pushes the necessary <Match,Action> rules to the routers to facilitate the Semiite Ch

It manages Big Data Analytics service by determining its instance inltliel @nd specifying it with the
necessary information from DPI (flow details, where to place the ad, etc) using the new “Controller to
Service Cloud APL.”

It manages the Ad Insertion service by determining its instance andysmedi with the necessary
information (flow details, usespecific history, ad details, etc) using the new “Controller to Service Cloud
APL”

Architectural requirements of Ericsson use cases:
e SDN controller
e SDN Switches
o Applications
¢ Network Services
¢ Management,Monitoring, Security

5.2.2 Coordinated traffic and resour ce management and efficient routing in SDMNs

The optimization problem of the coordinated routing algorithm will be definedidering the traffic load
in software defined mobile networks.
e When the traffic load is high: the main objective is to satiséys’ QoS requirements for a given
power constraint.
e When the traffic load is low: the main objective is to reduce operational(sastsas the power)
for given users’ QoS constraint.
For SDMN’s, we will implement the following scenarios depicted in Figure44 and Figure45 by using
Matlab and/or NS2/NS3.
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5.2.3 Application-level traffic optimization in SDMNs

Figured46 illustrates the use case where ALTO guidance is used for better-than-randaimieselpction
for HTTP-based video streaming service.
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Figure 46 — ALTO-SDN use case, HTTP video streaming scenario.

The SDN controller shall be notified about a new TCP connection establishment mBgtiesedge SDN-
switch of the SDN domain. Since ALTO network and cost maps basically #plddresses, and not,
HTTP URIs, the IP and TCP header of TCP SYN message shall be useitléy dbether this connection
should get ALTO guidance or not. If yes, then the ALTO client shalltfiecappropriate network and cost
maps for the service, and shall determine the candidate IP addresses/Rhesstwvice. If not already
cached, it may request the appropriate maps from the server with targeeideént query. Next, the ALTO
client may, calculate k-shortest paths for each cost-type. That is folloywedmulti-attribute ranking
procedure to calculate the aggregated ranking of the endpoints.

We point out that there exist multiple ways to perform rank aggregéatmte it is an interesting question,
which aggregation method should be used. Ranking typically requireslization or scoring under each
cost type. The normalized scores can then be aggregated with a rariiegatign technique based on
weights of cost-types and the achieved scores under cost-types. Conatimas for normalization are
sum-based, maximum/minimum-based, vector-based normalizations, amdonomethods for score
aggregation are eWeighted Sum, Weighted Product, Logarithm of WeigluedcBrAnalytic Hierarchy
Process, Multiplicative Analytic Hierarchy Process, Grey Relational Analysis, Distantee Ideal
Alternative, and Technique for Order Preference by Similarity to Ideal Solétismbtopic related to this
scenario is to evaluate multiple ranking methods.

After that, the ALTO client and SDN controller shall check resource availability foidatagaths to the
best endpoint. If the E-E path crosses multiple SDN domains, this wouideregmmunication over the
west-east interfaces interconnecting SDN controllers.

Then, the SDN controller shall install the necessary flow entries in its SDN dondinotfy other SDN
controllers on the path to do the same for this flow.

If the procedure does not find any path toward one of the endpibiat$ CP SYN should be dropped. If
the service can support IP address rewriting, the controller should instedte the destination IP address
downstream and the source IP address upstream.

Another option is that the TCP connection (and the HTTP communicatitmpari that) is redirected to a
local HTTP redirect server. The related flow entries must only be keptthatHTTP redirect server
redirects the source to the appropriate endpoint; hence these are velystididw entries.
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The HTTP redirect server must be notified about the selected IP addressayaneisolve the DNS name
to generate the new HTTP URI for the client. Then it can send the HTTP radessage back to the
client.

5.2.4 SDN-controlled |P wireless mesh

Adressing the objectives described in Section 4.2.4, this use case investigatemdjgs to offload 3GPP
Radio Access Network by the use of IP Wireless Mesh Network &g capable smartphones. CEA
LIST is developing a new SDN southbound protocol for fine-grairieeless performance monitoring.
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Figure 47 - Communication ar chitecture for the SDN-controlled Wireless M esh Network

As presented in Figuré7, the use case targets to demonstrate establishment and control of an IR wireles
mesh network by the use of NFV supervisor (through SDN controépldine selection of an alternative
access network gateway (for instance a fixed access-paititome premise box) could be the root point
for the creation of an IP wireless mesh network with neighboemagterminals.

5.3 Microscopic traffic management

5.3.1 DiffServ QoSin SDN-based transport

In this use case we plan to implement an interface between legady &@RSDN controller for QoS
enforcement using the DiffServ approach. This requires the modificafiostaodard QoS policy
enforcement, described in Appendix B.4.2.2

A network-intiated QoS control procedure has the following steps in ¢\@@@PP architecture:

1. Application level signaling between the UE and the AF (e.g., SIP, SDP).

2. Session information provision from the AF to the PCRF (over theefRxance point). In case of
IMS services, the SDP information is mapped to QoS information, such as bitrates sggic

3. The PCRF may request subscriber-related information from the SPR.

4. PCRF makes policy decision based on session information, operator-dedingck policies,
subscription information and generates PCC / QoS rules.

5. PCC rules are pushed by the PCRF to the PCEF and PCEF etifierpedicy and charging rules,
and, conditionally, if BBERF is required, then QoS rules are pushed to theB&®REinstalled.

In SDMN environment, two operation modes can be implemented for policy Ldrarsparent and non-
transparent. In case of transparent approach the user does not have tmicatermith theAF. It is the
controller, which signals information on arriving sessions to thRFPtrough the Rx interface. In case of
non-transparent mode, the first two steps remain the same aa¢hegw, i.e., the user signals to the AF
its requirements.
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In both modes the last step (stps different from the legacy control procedure. The control messages o
the Gx interface are translated to flow entry pusher REST APl messagesatiheund interface of the
controller. PRFF can dynamically create and delete flow entries for traffic aggsedhe following figures
illustrate the two operational modes. Both require the translation of Gx ressfiagrefore our first aim is

to implement the translation of Gx messages to flow entry pushergnasssa

PCRF
AF PCRF
Rx
> —_— Rx Tl Gx
l Gx translator
translator TLREST AP
l REST API controller

controller

Flow
entries

Q SDN switches

Figure 48 — Policy control (non-transparent Figure 49 — Policy control (transparent
mode) mode)

5.3.2 Quality of Service enforcement in SDMNs

5.3.2.1 QoE Enforcement (QEN)

The enforcement of the PFB is done in the third functional block of ISAAR, “QEN”. For data streams with

a certain QRULE determines the PFBs and QEN reacts accordingly by applitaige mechanisms to
influence the transmission of the involved data frames or packets. Thesevaral ways to enforce the
required behaviour. The first one is to use the PCRF/PCEF in mobilerketand trigger the setup of
dedicated bearers via the Rx interface. A second option is to deploy layet [ayer 3 frame/packet
markings. Based on these markings a differentiated frame/packet ha(slimeduling, dropping) is
enforced in the network elements which are traversed by the framextfpguér hop behaviour). In case a
consistent marking scheme across all layers and technologies is enstineddRULE entity, the QEN
does not need to change the existing configuration of the networkmterivith GTP tunnels in place, the
priority marking has to be applied within the GTP tunnel as well as outdigeoutside marking enables
routers to apply differentiated packet handling also on GTP encapsulatadviltdwut requiring a new
configuration. For IPsec encrypted GTP the marking also has to bedddiut the IPsec header. The
inner and outer IP markings are set in downstream and in upstiesotion based on the flow information
(five tuple) and the PFB obtained from QMON. As a third option - in casetlibgpredefined packet
handling configuration of the routers should not be used - the ISifgAkRework is also able to perform a
fully automated router configuration. With that, the QEN may explicitiyngkahe router packet handling
behaviour (e.g. packet scheduling and dropping rules) to influence tie #gith the SDN approach a
fourth possibility to influence data flows is realised by using Gfmmn features. For example, the priority
of a flow can be changed in the forwarding configuration directlynirOpenFlow switch action list
configuration. Furthermore, flow-specific traffic engineering coudd realized. In order to use the
OpenFlow features for flow enforcement ISAAR is connected to the cortedkices of the SDN switches.

5.3.2.2 Demonstrator

To illustrate the QOE measurement a demonstrator was used to proegasiate HD YouTube video for
MOS calculation. The demo setup consisting of 3 Laptops which are fothen§DN Switch and SDN
Controller another laptop where the QoE monitor was running ai@\ghich are generating backgralin
traffic is shown in Figur&0. The video is streamed from the Video Server to the Video client trough the
SDN setup. The video traffic is copied out to the QMON device, which is evajuat QoE of the video
flow. The video detection is done by matching rules within the SDN switoh.switch is also used to
change the priority of the video flow in case of high traffic lodderefore, two queues have been created

Version: Final Page77 (113



SIGMONA D3.1

inside the switchesine for the video stream and one for other traffic. The SDN switchtbertkata packets
into the right queue due to matchlng and action rules, which are cadigyrthe controller.
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Figure 50 - SDN demonstrator setup.

Within the test the Video Buffer was set to 10 seconds. The outgoing line ¥@eo client has a data rate
of 2Mbps, the used Video has an average bitrate of 800kbps and theobacktaffic is set 1.4Mbps.
Therefore, without any traffic engineering the line has to get congeste dun overuse of 200Kbps. In
this experiment, no background traffic is applied to the netwoli,tbe video was transmitted. The SDN
matching as well as the SDN enforcement had been switched of in that test. IrbEigwan be seen that
the video buffer is filled with a plenty amount of data during thelevkimleo playback, due to the 2Mbps
line which is only used by 800Kbps. Hence, there have no stallingsewecurred and the QoE was not
decreased.

The second test is driven out without the SDN .
functionality but with applied background traffic ~ |*~" s
The results are shown in Figuse. It can be seen '
that after the initial buffer event the video playor
is consuming the buffered data until the buffer lev Jl-l | W .
hits the zero line. In this moment the video ge _ ' .H-'."'”1-'I.-""1."'.'."-|'.-_'.',- .-I1.1-'r'.H'}'.{J'.-',-',-}".'I','.I'Il
stuck and the MOS value and with it the QoE , [+ 1" ' e
decreasing. The stalling event itself reduced t } '
QoE and the negative impact gets even higher e g
second the video is not playing. Therefore, t L
MOS value is falling until the video playback i
restarted. After the playback is resumed tl . . . .
memory effect kicks in and the MOS value : o N Yo " - - =
increasing as long as the video is playing. In t

figure three major and a shorter stall of the vidi
can be seen, each new stall effects the QoE m
than the previous one. For a high video quality suci
stalls have to be prevented.

Figure 51 - Buffer fill level without background
traffic without SDN
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Figure 52 - Buffer fill level with background Figure 53 - Buffer fill level with background
traffic without SDN traffic with SDN

However, now we applied the SDN QoE enforcement, the results canrzkifokigure53. The line is
still limited to 2Mbps and the background traffic is set to 1.4Mbps itteo\bit rate is not changed, too.
But the video traffic can be put #nother “high quality” queue by the SDN controller. Therefore, the video
buffer is filled with sufficient data over the whole video playback amdtalling events occurred. The
demonstrator shows that it is possible to use SDN functions to detecicspaffit, copy it out and enforce
the needed QOE to it.

Version: Final Page79 (113



SIGMONA D3.1
5.4 Mobility management

The first two use cases integrate existing distributed mobility managesolgtions, i.e., UFA HIP from
literature and standard PMIPV6 into the SDMN architecture. The third solution esvirivactive, media
independent handover protocols with purely SDN-based mobility reamagf. The fourth use case is
targeting secure network mobility using SDN-capable switches.

5.4.1 Extension of HIP-based DMM solutionsfor scalableand secur e mobility management
in SDMNs

5.4.1.1 Modelingthesignaling overhead in Host-1dentity Protocol-based secur e mobilear chitectures

We have introduced an analytical model for the analysis of overhdaH$Pebased procedures in
distributed mobile network architectures with the objective of determining tHermence gains of
delegation-based scheme, UFA HIP, compared to the E-E HIP scheme.

The details of the modeling have been described in [147]. Based on oel, mederformed a detailed
performance analysis of E-E and UFA HIP mobility schemesettremsults are detailed in [148].

5.4.1.2 Coupling UFA HIP and OF-based SDM N technologies

In this use-case (Figue9) UFA HIP managed HIP/IPsec tunneling is applied to replace standardized
tunneling options between GWs and between UEs and GWSs. Hovi@v8GPP and trusted non-3GPP
access, OpenFlow-based path management would be required between dnel Bwfirst UFA GW. The
solution supports seamless inter- and intra-GW handovers dueaittipeoOpenFlow and HIP mobility,
multihoming and UFA-HIP based inter-GW mobility service. The proposdtldmiused by HIP-enabled
UEs running any HIP-enabled or legacy network applications. The SDN-&lk&eéHIP enables secure
integration of untrusted non-3GPP access networks into the SDMNnsysipports coexistence of IPv4
and IPv6 network segments and integrates signalling delegation baseditéidtliti-A-HIP into SDMNs

as an efficient Loc/ID splitter, security and mobility management ogtiageneral, the proposal is a natural
evolution step of UFA-HIP by:

¢ inheriting benefits of efficient and secure signalling delegation of BiFAsystems in SDMN
architectures

e providing optimal UFA-GW selection based on SDN operation

e ensuring optimal path selection between source and target UFA-GW nodleg alod after
handover events

o efficiently supporting of different UFA-HIP deployment scenarios
¢ helping deployment by creating more lightweight UFA-GWs

The benefits of this use case come forward also in heterogenous rasteesks
e |EEE 802.21 MIH is integrated
e proactive vertical handover management is naturally supported
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Figure 54 — SDN-aware UFA HIP mobility management framework

5.4.2 Proxy-MobilelPv6in SDMNs

Our objective is to design the PMIPv6 evolution that takes full advantabe 8DN-NFV concept and to
cover the challenges and objectives defined in Section 4.3.2. Thisagseeqaires an SDN southbound
protocol able to provide low-level link technology information such agiRed Signal Strength Indicator,
wireless channel frequency, information about neighbouring wireless sgooiggs. To that end
specification of SDN software for the controller and on infrastructure devicegdéngn Furtheremore,
implementation of an NFV architecture relying on the OpenStack Cloud infras&igtn-going as well
with the necessary orchestration capabilities.

5.4.3 OpenFlow-based mobility management for heterogeneous SDM Ns

The proliferation of overlapping heterogeneous access technologies, and tarflica devices together
with the current trends of increasing mobile broadband traffic volumdyraimicity motivated researches
on novel networking solutions, encouraging developments énatfea of mobile cloud computing,
programmable network solutions and Network Function Virtualization evenuti-access environments.
The technology, which provides the necessary toolset to support aaly witkgrate such innovative
solutions, is the adaptation of the Software Defined Network paradigm into ridbileet architectures.
SDN techniques bring advanced control, configuration and management ciasabilihe legacy network
fabric by introducing OpenFlow-based mechanisms and operatioredothere are some ongoing works
regarding the application of OpenFlow in mobile networks, none of thengxiSDN solutions consider
link conditions and other cross-layer information when integrating Operdélatolling mechanisms into
the handover management framework of 3GPP-based evolved mobileeirdechitectures. Mobility
management optimization based on cragst information provision is crucial in the future’s multi-access
wireless setups when potentially a plethora of wireless technologies areariouisly available.

Our proposal relies on the flexibility of OpenFlow-based SDN mechanisnmbeantbss-layer information
provision and decision supporting capabilities of ANDSF and IEEE2&0IH. Using OpenFlow protocol
extensions, a centralized SDN controller entity controls and manages radis hokssthrough an
appropriate set of ANDSF and MIH mechanisms for obtaining access quiditywation, controlling link
behavior, helping access network selection and supporting decisifiswraware (i.e., fine grained) and
access technology independent manner. With the help of OpenFlow \eenemp a generalized control of
different access networks relying on central and network-centrimizption possibilities and offering a
flexible toolset to network developers/operators for deep integration of dtaptio the mobility
management framework on the system level.
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Figure 55 — SDN-based mobility management for programmable L TE/EPC architectures (IEEE
802.21+0OF use-case)

In the IEEE 802.21 MIH + OF use-case we define a SDMN mobilityagement framework (Figui@0)

and signaling scheme where MIH is used to optimize handovers amongrdiféecess networks and
OpenFlow configures networking nodes to proactively establish and mamageio@ation paths for user
level data flows. In this way, OpenFlow mechanisms became aware of ynoblated cross-layer
information and will rely on these data to select candidate access netwuikgz® network resources
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during handover events, and configure flow paths in a proacti/éighly dynamic manner according to
the actual connectivity options. The impact of inter-technology hamdoon the user flows can be
minimized, the user and data planes can be splitted, optimal transmissich cantbe continuously
maintained and also flow-level decisions can be made and executed tat sffipent offloading
situations.

In the ANDSF + OF use-case we define an ANDSF-based SDMN mobility maeagfamework (Figure
61) with the appropriate signaling mechanisms in order to provide intelbgerss network discovery and
selection during handovers in heterogeneous access environmentsANBIS§, 3GPP compatible policy
based network selection and traffic steering is achievable: deriving dynamic politigistifbuting them
to the ANDSF client implemented in the UEs makes SDMN operators able to initiate entraffoed
offloading to Wi-Fi from cellular networks, ensure higher level QoSnamie: efficient resource utilization.
Decision complexity of such flow-based vertical handover decisison amsadHe fact that the network,
application, and user context data and policies are available at different segmentsebfdhk (i.e., UE,
RAN, backhaul, core, etc.). Therefore OpenFlow-based, centralized control schierne applied in this
use-case where the controller commands SDN switches to proactively fimaifables and such manage
user communication paths in the network during handover events. Brt@isANDSF mechanisms is
needed because existing ANDSF standards do not take into account anyicdgetwork and UE
conditions like load or congestion.
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ar chitectures (ANDSF+OF use-case)

5.4.4 Enabling secure network mobility with OpenFlow

Having a software layer controlling hardware underneath, the applicatiahsare built on top of the
software layer can be easily controlled according to the dynamic changerefore, security in SDN is a
piece of application that handles the potential threats and vulnerabilities. Gendrallpetivork
infrastructure, which is operating at Layer 2 and 3 is always indepefrdem the network security
operatingatLayer 4 to 7 in OSI model. However, emerging SDN concepts will affettteonetwork across
Layer 2 to 7 due to the changes in the underlying network steuatiich is brought about by SDN that
inevitability brunt on network securityAn attacker’s point of view, the SDN controller is a security
bottleneck due to centralized architecture.

Therefore, the interfaces to the controller must be capable of authorizitiys$hed network resources
based on their credentials and isolating different applications with distincitg@aunstrains. The security
objects, that are familiar with the physical domain of clouds and datasenteh as firewalls, vulnerability
scanners, or access control equipments must be provided witlasotontrolled hypervisors that speed-
up the deployment and management of such networks.

These logical attributes should manage application layers and hardware to psamiée security
capabilities that are required in such virtualized and software defined eneintg Therefore, IP address,
MAC address and location information are not so important in terms ofityem software defined
environments, due to complicated use-cases where the workload is mab#efawmare networks being
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reconfigured or being created on the fly. Therefore, the secuwityigs must be modified, created or
removed according to the dynamic changes and topology changesefiioek.

In a nutshell, the proposed OFHIP solution is an integration of disioneof HIP layer with the existing
OpenFlow version to replace the SSL/TLS based mutual authentication. As a resutiula get almost
the same level of security with enhanced mobility support.

It provides ende-end encryption, mutual authentication and secure key exchangeéllPHayer identifies
a host either by a host identifier (HI) or a host identity tag (HHI)is the public key of an asymmetric
key-pair which could be used as a local identity. However, it is not suttabbrve as a packet identifier,
since the length can vary.

Mutual authentication in OpenFlow is a part of security assertion, which isvadhwith SSL or TLS.
They operate at the transport layer in the OSI stack, and provide sdetmedansport for applications. It
supports peer negotiation for algorithm selection, public key-base@dmyelof secret session keys and
X.509 certificates. However, they do not support mobility alone withatstipport of an underlying
protocol (UDP, SCTP and etc). The modified version of TLS; DTLS carsée iy applications directly
or by tunnelling to provide secure mobility.

However, with legacy IP protocols, the handover impact at the uppes laystill tight. OFHIP proposal
described in Figureb7. OFHIP solution atchitecture for sealmess and secure mobilityuses IPSec
encapsulating security payload (ESP) secure associations (SAs) that aréobdlirgl Therefore, address
reconfiguration would not have any impact on the higher-layer associaticeyst ¢he changes in network
routing layer.
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Figure57. OFHIP solution atchitecture for sealmess and secure mobility.

The key-exchange in OFHIP is a cryptographic protocol that useslamnngenerated key encrypted by
a Diffie-Hellman derived key in order to establish a pair of IPsec-ESP &#Agén two entities; the initiator
and the responder. The HIP layer in OFHIP solution maps arriving E®Btpaém a HIT using the security
parameter index (SPI) value in the packet and selects the source addressfand exteording to the SPI
value set by ESP.

After handover, data continues to flow inside of the ESP tunnel witlathe SPI values but with a different
IP address at the mobile node. The initiator defines SPI value aftloader’s outgoing SA, whereas the
responder defines the SPI value of the initiators outgoing SA. To preyay attacks, we propose to use
an incremental counter with a hash of the HIT.

For secure mobility, rekeying may be necessary. Thus, nesan&&t be created by removing the old SAs.
Once a host receives data on new SA, it can safely remove the olth8&MIP layer uses AES-CBC for
symmetric encryption and to provide CMAC for MACing functionslevthe session keys are encrypted
with elliptic curve diffie-hellman (ECDH) keys.

Four-packet exchange makes OFHIP resilient to denial-ofservice (DoS). The ptoaosmits an EC
Diffie-Hellman encrypted key in the 3rd and 4th packets, and authentibatparties with those packets.
The responder starts a puzzle exchange with the initiator in the 2nd padketpmpletes it in the 3rd
packet before the responder stores any state from the exchange. Thisatt@deltiie line of TLS and
fairly equivalent to 802.11 master and pair-wise transient key,andléd in a single exchange.
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6. Conclusions

In this document we surveyed the statd¢he-art (Chapter 2) and the relevant standardization activites
(Chapter 3) related to resource, traffic and mobility management in idedand software defined mobile
architectures. We collected different research topics in the field, and defined thexpeited benefits
and challenges to be tackled under those topics (Chapter 4). Finally, weqatams®e cases, which will
highlight the results of our work (Chapter 5).

The following research topics have been defined.
1) Resource management (RM)

e Resource availability awareness in SDMNs

The integration of SDN and NFV into LTE, allows incremental updates of netwameets
provided by different vendors as well as virtualized network functiomgigers. Heterogeneity
of resources and dynamicity of them are a challenge for network ooatfign awareness by
means of availability of resources. Both physical and virtualized resopecators require to have
updated information on available inventory, topology, capacity, resilierttemionally security
assurance assessment. In any case resource availability awareness igditeofotor resource
management process, service provisioning and optimization, trafficgexaeat as well as
security protection and monitoring process. Awareness of resolaitelality may be filtered in
different views for VMNOSs vs centralized global unique MNO.

e Optimized video delivery
Video Service Providers should be able to select the most adequate data ceitteo fdehvery.
The objectives are resource localization, resource availability monitoring, nmagiaigef network
bandwidth, and media delivery. The objective is to enable E2E traffic optimiZediorclient to
cloud applications. Traffic path is driven by the applications that can duaa®ervice Level
Agreement.

e In-network caching
In-network caching allows storing the content in a location close tostrs,ucaching permits to
reduce the load on the network. Tinenetwork caching allows to move the cache trought the
network. This enables that contents are served from a location close to théhusettse packets
travel less, so the network resources are spared. Caching mainly thatidequests to the same
contents go every time through the whole network to the packet gatemattse interconnections

2) Macroscopic-level traffic management
e Joint traffic and cloud resource management for service chaining in SDMNs

Traffic management in modern mobile networks is much more thaplysiestablishing a
connection between two end points. Control functionalities in these ratayggically include
firewall, deep-packet inspection, carrier-grade NAT, IPS/IDS, etc. While establishflow
connection, the SDMN controller should make sure that these functionalitiesladethas part
of the route in a specified order as a service chain. Furthermoretheigiroliferation of cloud
technologies, the majority of these functionalities are now being realized in than\tiMscloud.
Such a distributed realization of these functionalities will no doubt requiranoons updating of
the VM locations in real time as a result of user mobility as well as load bajahcihis research,
joint dynamic routing and service VM selection algorithms will be established to run as a “Service
Chaining” application on the SDMN controller with targets like delay minimization, congestion
minimization etc.

e Coordinated traffic and resource management and efficient routing in SDMNs
The impacts of software defined mobile networking on traffic and resananagement will be
analysed and efficient routing algorithms to be optimized based on thé&lirad service needs
(for different QoS and/or QoE requirements) will be developed by ixgidhe benefits of the
software defined mobile networking paradigm. Dynamic traffic and resailozation algorithms
to provide input to the network virtualization will be examined. Possibilitfesnergy efficient
routing will be investigated.

e Application-level traffic optimization in SDMNs
Integration of application layer traffic optimization (ALTO) in software-defingabile networks
could have several benefits for orchestration of endpoint selection for walistrigervices. ALTO
can provide guidance, e.g., in the redirection of end users topajgte in-network cache, content
distribution network server or virtual network function instancenduservice chaining.
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ALTO service provides appropriate level of abstraction of network and @, ranforcing the
policies of mobile network operator and optionally other actors, but ket@mqyivacy of network
topology information. SDN controllers can enforce flow redirection anddgaamically provide
abstracted network and cost maps to ALTO server.

e SDN-controlled IP Wireless Mesh Network for 3GPP RAN offloading
This research topic addresses the opportunity of offloading the Radio Atetvasrk by the use
of IP Wireless Mesh Network (e.g. WiFi). Here we consider SDN contrd® egbmmunications
in the edge networks, meaning that smartphones are SDN capable. It is ¢p@mssomed that
such a target would be handled by end-terminals themselves as a conth#iiddyted system
without mobile network supervision. This research topic investigates vibthemobile network
operator can keep control of these communications to redirect traffic to antifieceess network.

3) Microscopic-level traffic management

e DiffServ QoS in SDN-based transport and policy control in SDMNs
DiffServ QoS architecture can provide soft QoS guarantees on top of diffeager2
technologies in a scalable manner. However, in current SDN standardsQpenflow,
OpenFlow Configuration) QoS management is still in early stage. &earch will focus on
dynamic provision of QoS rules in network forwarding paths of MN@K\AVINOs

e Qo0S/QoE enforcement in SDMNs
The QoE Managaement framework ISAAR can benefit from adding SD&tidmalities. The
quality monitoring of Internet services starts with identification of dspected flows within the
traffic mix. Normally a lot of processing is needed for this detectioe, to the Deep Package
Inspection (DPI) required. To simplify that mechanism the OpenRbiwy (hatching rules can be
used. Therefore, the OF controller has to be configured in a way whichsallf@ntifying
measurable traffic by using the matching rules and teeing it out to dhe wieasuring points of
ISAAR in real-time. This flow selective copy port mechanism allows faffitr steering of the
relevant packets towards centralized measurement probes. On theaoithéh functionalities
can be used for changing the per hop behaviour (PHB) for eafit: fiaf.

4) Mobility management

e Extension of legacy solutions for mobility management in SDMNs
In the field of mobility management the following research questiongyaestigated. Current
3GPP networks make use of mobility management protocols, vanelbased on different IP
tunnelling options (MIP, PMIP, GTP). The main research questions arentbgration of
centralized and/or distributed anchors with the SDN forwarding functiass$;dased mobility
management where the mobile node also deals with encapsulation/decapdutamrQoS/QoE
driven mobility management and support of complex mobility scenégigs network mobility,
flow mobility, macro- and micro-mobility, session mobility) in Swdre-Defined Mobile
Networks.

e Proxy Mobile IPv6 integrated into SDN/NFV ecosystem
This research topic investigates the integration of Proxy Mobile IPv6 into SDNaKGRitecture.
Important challenges are, e.g., integration with service chaining, coordinafibn the
orchestrator, handling of the SDN control plane, emulation of netwaidtibns (Mobile Access
Gateway- MAG, Local Mobility Anchor - LMA), and relocation of the LMA functioon a per
user basis.

e SDN based extensions to LTE/EPC mobility management
We are also concerned with purely SDN-based mobility management soldi@nadvantages
of such solutions are that mobility transparency can be provideigiierHayers even without
applying additional tunnelling. However, it is challenging, how complexilibpbcenarios and
additional features will be realized, such as identity-locator splitting or royinotpcol
independency of different network domains, which are already sigpby current distributed
mobility management solutions.

e Enabling secure network mobility with OpenFlow
OpenFlow at the current stage does not support mobility. This is a criticafalbthat limits
OpenFlow into fixed core-networks, clusters or data centers. Robligpatiu connectivity for
fault tolerance is one of the critical issue inhabits in the current SDN architethisds even
more crucial when the controller or the switch is mobile. In one haultiple channels between
the switch and the controller can guarantee a certain level of assuranceri@sseannectivity.
Mobile base stations, mobile routers, switchers, mobile clouds and servationigire some of
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the compelling reasons why mobility is insisted in SDNs. This woulenexSDN benefits into
mobile environments e.g., moving trains, buses, flights and other abilem
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A. Appendix - Foundations of Network Resource Management:
Protocols

A.1  Simple Network Management Protocol (SNM P)

Simple Network Management Protocol (SNMP) is a popular protocol faoneimanagement. It is used
for collecting information from, and configuring, network devices, sicbervers, printers, hubs, switches,
and routers on an Internet Protocol (IP) network. It is used mostigtinork management systems to
monitor network-attached devices for conditions that warrant administrative atteSBtiviP is a
component of the Internet Protocol Suite as defined by the Internet Emggn@esk Force (IETF). It
consists of a set of standards for network management, includiagpdication layer protocol, a database
schema, and a set of data objects.

SNMP exposes management data in the form of variables on the managed,systieim describe the
system configuration. These variables can then be queried (and sometirbgsisatipging applications.
A.1.1 Oveview

In typical SNMP uses, one or more administrative computers, called mareyer she task of monitoring
or managing a group of hosts or devices on a computer neti&ack. managed system executes, at all
times, a software component calledagent which reports information via SNMP to the manager.

Essentially, SNMP agents expose management data on the managed sysieiaisles. The protocol also
permits active management tasks, such as modifying and applyieny aomfiguration through remote
modification of these variables. The variables accessible via SNMP are organizedichiés. These
hierarchies, and other metadata (such as type and description of the vaiatde}cribed by Management
Information Bases (MIBS).

An SNMP-managed network consists of three key components:

¢ Managed device

e Agent— software which runs on managed devices

¢ Network management system (NMS) software which runs on the manager
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Figure 1 — Principle of SNM P communication.

A managed device is a network node that implements an SNMP interface that allows unidirectiead (
only) or bidirectional (read and write) access to node-specificniadtion. Managed devices exchange
node-specific information with the NMSs. Sometimes called network eksmé&ie managed devices can
be any type of device, including, but not limited to, routers, accegsrseswitches, bridges, hubs, IP
telephones, IP video cameras, computer hosts, and printer

An agent is a network-management software module that resides on a managed dewigentdmas local
knowledge of management information and translates that informationrtmoah SNMP-specific form.

A network management system (NMS) executes applications that monitor and control managed devices.
NMSs provide the bulk of the processing and memory resourcesegdoaimetwork management. One or
more NMSs may exist on any managed network.

A.12 Management Information Base (MIB)

SNMP itself does not define which information (which variables) a managednsgstrild offer. Rather,
SNMP uses an extensible design, where the available information is definehhgement information
bases (MIBs). MIBs describe the structure of the management data of a slévaystem; they use a
hierarchical namespace containing object identifiers (OID). Each OID identifies dedhiatcan be read
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or set via SNMP. MIBs use the notation defined by Structure of Managdnfermation Version 2
(SMIv2, RFC 2578), a subset of ASN.1.

A.1.3 Protocol Details

SNMP operates in the Application Layer of the Internet Protocol Suite. The SNMRecpiaes requests
on UDP port 161. The manager may send requests from any availatde gorirto port 161 in the agent.
The agent response will be sent back to the source port on thgenafihe manager receives notifications
(Traps and InformRequests) on port 162. The agent may genetiiimations from any available port.
When used with Transport Layer Security or Datagram Transpoetr [Sgcurity requests are received on
port 10161 and traps are sent to port 10162.

SNMPv1 specifies five core protocol data units (PDUs). Two other PHé¢tBulkRequest and
InformRequest were added in SNMPv2 and carried over to SNMPv3.

All SNMP PDUs are constructed as follows:

IP UDP versionllcommunit PDU- request- |lerror- error- variable
header ||header Yiltype  |lid status index bindings

The seven SNMP protocol data units (PDUs) are as follows:
o GetRequest

A manager -to-agent request to retrieve the value of a variable or list of variables. Desired variables
are specified in variable bindings (values are not used). Retrieval of tlieespeariable values is to
be done as an atomic operation by the ageResfhonse with current values is returned.

o SetRequest

A manager-to-agent request to change the value of a variable or list of variables. Variable bindings
are specified in the body of the request. Changes to all specified variables areattebesran atomic
operation by the agent. Response with (current) new values for the variables is returned.

o GetNextRequest

A manager -to-agent request to discover available variables and their values. RetRaspanse with
variable binding for the lexicographically next variable in the MIB. The entire Mi&adgent can be
walked by iterative application ddetNextRequest starting at OID 0. Rows of a table can be read by
specifying column OIDs in the variable bindings of the request.

o GetBulkRequest

Optimized version ofGetNextRequest. A manager-to-agent request for multiple iterations of
GetNextRequest. Returns dresponse with multiple variable bindings walked from the variable binding
or bindings in the request. PDU specifian-repeaters andmax-repetitions fields are used to contro
response behavioGetBulkRequest was introduced in SNMPv2.

o Response

Returns variable bindings and acknowledgement fagemt to manager for GetRequest, SetRequest,
GetNextRequest, GetBulkRequest andInformRequest. Error reporting is provided bgrror-status and
error-index fields. Although it was used as a response to both gets and setsDthiwd3 called
GetResponse in SNMPv1.

o Trap

Asynchronous natification fronagent to manager. SNMP traps enable an agent to notify the
management station of significant events by way of an unsolicited SW&4Bage. Includes current
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sysUpTime value, an OID identifying the type of trap and optional variable bindiDgstination
addressing for traps is determined in an application-specific manner typitabygh trap
configuration variables in the MIB. The format of the trap message veageti in SNMPv2 and the
PDU was renameSNMPVv2-Trap.

o InformRequest

Acknowledged asynchronous notification. This PDU was introduced in SNMRd&2vas originally
defined asmanager to manager communication. Later implementations have loosened the original
definition to allowagent to manager communicationgvlanagerto-manager notifications were already
possible in SNMPv1 (using &ap), but as SNMP commonly runs over UDP where delivery is not
assured and dropped packets are not reported, deliveryrapavas not guaranteethformRequest
fixes this by sending back an acknowledgement on receipt.

A.1.4 Development and Usage: SNMP versions

A.141 Vesonl

SNMP version 1 (SNMPvV1) is the initial implementation of the SNMP protocol. SNMPeflates over
protocols such as User Datagram Protocol (UDP), Internet Protocol (IP)C@flectionless Network
Service (CLNS), AppleTalk Datagram-Delivery Protocol (DDP), and Novell InterneteP&oichange
(IPX). SNMPv1 is widely used and is the de facto network-managementcprato the Internet
community.

The first RFCs for SNMP, now known as SNMPv1, appeared in 1988:
e RFC 1065: Structure and identification of management information for TCP/IP-based internets
e RFC 1066:Management information base for network management of TCP/IP-basetin
e RFC 1067: A simple network management protocol

These protocols were obsoleted by:
e RFC 1155: Structure and identification of management information for TCP/IP-based internets
e RFC 1156: Management information base for network management of TCP/IP-baseatnter
e RFC 1157: A simple network management protocol

After a short time, RFC 1156 (MIB-1) was replaced by more often used:

e RFC 1213: Version 2 of management information base (MIB-2) for netwodnagement of
TCP/IP-based internets

Version 1 has been criticized for its poor secumtythentication of clients is performed only by a
"community string”, in effect a type of password, which is tratiethin cleartext. The '80s design of
SNMP V1 was done by a group of collaborators who viewed the officipypsored OSI/IETF/NSF
(National Science Foundation) effort (HEMS/CMIS/CMIP) as both unimplementable in theuttogn
platforms of the time as well as potentially unworkable. SNMP was approved lraadukbef that it was
an interim protocol needed for taking steps towards large scale deplowi¢he Internet and its
commercialization. In that time period Internet-standard authentication/secastyooth a dream and
discouraged by focused protocol design groups.

A.142 Version?2

SNMPV2 (RFC 1441RFC 1452), revises version 1 and includes improvements in theodipgréormance,
security, confidentiality, and managermanager communications. It introduc&@itBulkRequest, an
alternative to iterative GetNextRequests for retrieving large amounts of managesieenin a single
request. However, the new party-based security system in SNMPv2dviemwmany as overly complex,
was not widely accepted.

Community-Based Simple Network Management Protocol version 2, or SNMPv2c, is defined in RFC 1961
RFC 1908. In its initial stages, this was also informally knowrSesPv1.5. SNMPv2c comprises
SNMPv2without the controversial new SNMP v2 security model, using instead the simplawuoty-
based security scheme of SNMPv1. While officially only a "Draft Standéni$'is widely considered the
de facto SNMPv2 standard.

User-Based Smple Network Management Protocol version 2, or SNMPv2u, is defined in RFC 190RFC
1910. This is a compromise that attempts to offer greater securitpisiPv1, but without incurring the
high complexity of SNMPv2. A variant of this was commercialize8NgP v2*, and the mechanism was
eventually adopted as one of two security frameworks in SNMP v3.
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A.143 Verson3

Although SNMPv3 makes no changes to the protocol aside from the additigmptfgraphic security, it
looks much different due to new textual conventions, concepts, anidaérgy.

SNMPv3 primarily added security and remote configuration enhancenmei@sIMP. Due to lack of
security with the use of SNMP, network administrators were usthgr aneans, such as telnet for
configuration, accounting, and fault management. SNMPv3 addresses istated to the large-scale
deployment of SNMP, accounting, and fault management. Currently, Ssljdiedominantly used for
monitoring and performance management. SNMPv3 defines a securewdrSiHMP and also facilitates
remote configuration of the SNMP entities. SNMPv3 provides a secure envitbfinéhe management
of systems covering the following. Identification of SNMP entities to fatditcommunication only
between known SNMP entities - Each SNMP entity has an identifier called the SNM@IEngind SNMP
communication is possible only if an SNMP entity knows the identiisqfeer. Traps and Notifications
are exceptions to this rule. Support for security models - A secndtel may define the security policy
within an administrative domain or an intranet. SNMPv3 contains th&isptons for USM. Definition
of security goals where the goals of message authentication seclickeiprotection against the following.
Modification of Information - Protection against some unauthorized SNMP ealtitying in-transit
messages generated by an authorized principal. Masquerade - Protection againsh@ttesmagement
operations not authorized for some principal by assuming the identityottiea principal that has the
appropriate authorizations. Message Stream Modification - Protection against mgssiaggsaliciously
re-ordered, delayed, or replayed to effect unauthorized management ogerBisniosure - Protection
against eavesdropping on the exchanges between SNMP engines. SpecificaisMf- USM consists
of the general definition of the following communication mechanisms avail@blamunication without
authentication and privacy (NoAuthNoPriv). Communication with authenticatiod without privacy
(AuthNoPriv). Communication with authentication and privacy (AuthPridefinition of different
authentication and privacy protocols - Currently, the MD5 and SHAeatittation protocols and the
CBC_DES and CFB_AES_128 privacy protocols are supported in the UShhitafof a discovery
procedure - To find the SNMPEnNginelD of an SNMP entity for a giverspram address and transport
endpoint address. Definition of the time synchronization procedure - Tibtatac authenticated
communication between the SNMP entities. Definition of the SNMP framework-NitBfacilitate remote
configuration and administration of the SNMP entity. Definition of the USNBdW To facilitate remote
configuration and administration of the security module. Definitibthe VACM MIBs - To facilitate
remote configuration and administration of the access control mod@eSNRPv3 focuses on two main
aspects, namely security and administration. The security aspect is addrgssiéering both strong
authentication and data encryption for privacy. The administration aspectusetbon two parts, namely
notification originators and proxy forwarders.

SNMPv3 defines two security-related capabilities, namely the USM and VACM. USMdeso
authentication and privacy (encryption) functions and operates at thegmdsgal. VACM determines
whether a given principal is allowed access to a particular MIB objearform specific functions and
operates at the PDU level. Security has been the biggest weakness of SNMP sibegirthimg.
Authentication in SNMP Versions 1 and 2 amounts to nothing moreatipassword (community string)
sent in clear text between a manager and agent. Each SNMPV3 messags seatsity parameters which
are encoded as an octet string. The meaning of these security parameteds aepthe security model
being used.

SNMPV3 provides important security features:
e Confidentiality: Encryption of packets to prevent snooping by an unauthorized source.

e Integrity: Message integrity to ensure that a packet has not been tampered twhiigitrincluding
an optional packet replay protection mechanism.

e Authentication: To verify that the message is from a valid source.

As of 2004 the IETF recogniz&mple Network Management Protocol version 3 as defined by RFC 3411
RFC 3418also known as STD0062) as the current standard version of SNMP. The dE Tegdignated
SNMPv3 a full Internet standard, the highest maturity level for an RFEGnkiders earlier versions to be
obsolete (designating them "Historic").

In practice, SNMP implementations often support multiple versions: typically SIMENMPv2c, and
SNMPvV3.

A.15 Security Implications

SNMP versions 1 and 2c are subjegpacket sniffing of the clear text community string from the network
traffic, because they do not implement encryption.
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Another security issue is that all versions of SNMP are subjdatute force anddictionary attacks for
guessing the community strings, authentication strings, authenticagigs) kencryption strings, or
encryption keys, because they do not implemeichailenge-response handshake. It is important to
emphasize that although SNMP works over TCP and other protocolsasicammonly used over UDP
that is connectionless and vulnerable to IP spoofing attacks. Thugrsibns are subject to bypassing
device access lists that might have been implemented to restrict SNMP #uwagh, SNMPV3's other
security mechanisms should prevent a successful attack. SNMP's powerfiguredion (write)
capabilities are not being fully utilized by many vendors, partly becduadazk of security in SNMP
versions before SNMPVv3 and partly because many devices simply argabkecaf being configured via
individual MIB object changes.
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A.2  Network Configuration Protocol (NETCONF)

The NETCONF protocol defines a simple mechanism through which a netlsgite can be managed,
configuration data information can be retrieved, and new configuratda can be uploaded and
manipulated. The protocol allows the device to expose a full, formal applicatigreprming interface
(API). Applications can use this straightforward API to send areivedull and partial configuration data
sets.

The NETCONF protocol uses a remote procedure call (RPC) paradigm. A clienégiaeoRPC in XML
[1] and sends it to a server using a secure, connection-oriented s&éssi@erver responds with a reply
encoded in XML.The contents of both the request and the respeniédladescribed in XML DTDs or
XML schemas, or both, allowing both parties to recognize the syntax @imtsimposed on the exchange.

A key aspect of NETCONF is that it allows the functionality of the managemetuicol to closely mirror
the native functionality of the device. This reduces implementation cadw@@llaws timely access to new
features. In addition, applications can access both the syntactic and sewwtetit of the device's native
user interface.

NETCONF allows a client to discover the set of protocol extensions supportedseyver. These
"capabilities” permit the client to adjust its behaviour to take advantade déatures exposed by the
device. The capability definitions can be easily extended in a non-centnal@eter. Standard and non-
standard capabilities can be defined with semantic and syntactic rigor.

The NETCONF protocol is a building block in a system of automated configuraidL is the lingua
franca of interchange, providing a flexible but fully specified enapdirchanism for hierarchical content.
NETCONF can be used in concert with XML-based transformation technolsgidsas XSLT (Extensible
Stylesheet Language Transformations), to provide a system fonatei generation of full and partial
configurations. The system can query one or more databases for dataethmrking topologies, links,
policies, customers, and services. This data can be transformed usingroee cXSLT scripts from a
task-oriented, vendor-independent data schema into a form that iscsieetti€ vendor, product, operating
system, and software release. The resulting data can be passed to thesileyitee NETCONF protocol.

A.2.1 Overview

NETCONF uses a simple RPC-based mechanism to facilitate communication betheetnsad a server.
The client can be a script or application typically running as part of a netwanlager. The server is
typically a network device. The terms "device" and "server" are used iatgrehbly in this document, as
are "client" and “application".

A NETCONF session is the logical connection between a network adminisiratetwork configuration
application and a network device. A device must support at least one NETCONR aesisétiould support
multiple sessions. Global configuration attributes can be changed durireytimyized session, and the
effects are visible in all sessions. Session-specific attributes affect onbedb®n in which they are
changed.

NETCONF can be conceptually partitioned into four layers:

Lawer Ewzmple
| Contint | | Cordigaration data |
| |
Croerations | | <gelconfig>, <sdi-config=, <notification= |
L 1
| |15 | | EIEE s, ST Nl = I
L 1
Trarspan

AEEP, 55H, 551, cersnke

Prutocol

Figure 2 — NETCONF protocol layers.

1. The transport protocol layer provides a communication path between the diexgtraer. NETCONF
can be layered over any transport protocol that provides a set of basiemaqs. Section 2 discusses
these requirements.

2. The RPC layer provides a simple, transport-independent framing niechéor encoding RPCs.
Section 4 documents this protocol.

3. The operations layer defines a set of base operations invoked as RPC maéthodigllwencoded
parameters. Section 7 details the list of base operations.

Version: Final Pagel00(113)



SIGMONA D3.1

4. The content layer is outside the scope of this document. Given the quaprietary nature of the
configuration data being manipulated, the specification of this content deperids BIETCONF
implementation. It is expected that a separate effort to specify a staatteéinition language and
standard content will be undertaken.

A.2.2 Capabilities

A NETCONF capability is a set of functionality that supplements the base NETG@#¢Hication. The
capability is identified by a uniform resource identifier (URI). Capabilities augtherbase operations of
the device, describing both additional operations and the content allowed inside operations

The client can discover the server's capabilities and use any additional operationgepsranc content
defined by those capabilities.

The capability definition may name one or more dependent capabilities. parsagapability, the server
MUST support any capabilities upon which it depends.

A.2.3 Separation of Configuration and State Data

The information that can be retrieved from a running system is separatddo classes, configuration
data and state data. Configuration data is the set of writable data that is recuéesféom a system from
its initial default state into its current state. State data is the additional data on a systemdiat
configuration data such as read-only status information and collected stalfgties a device is
performing configuration operations, a number of problems woidd #rstate data were included:

o Comparisons of configuration data sets would be dominated by irrelenteiesesuch as different
statistics.
Incoming data could contain nonsensical requests, such as attempts teaditmly data.
The data sets would be large.

o Archived data could contain values for read-only data items, complicatipgatessing required
to restore archived data.

To account for these issues, the NETCONF protocol recognizes the differencenbeiniguration data
and state data and provides operations for each. The <get-config> opeztigves configuration data
only, while the <get> operation retrieves configuration and state data.

Note that the NETCONF protocol is focused on the information required to gid\tlee into its desired
running state. The inclusion of other important, persistent data isnmaptation specific. For example,
user files and databases are not treated as configuration data by the NETCONEH. protoco

If a local database of user authentication data is stored on the device, \thigiheluded in configuration
data is an implementation-dependent matter.
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A.3 Internet Control Message Protocol (ICMP)

ICMP is considered one of the core protocols in the Internet Prot®&®adfite. Unlike the common data
transfer protocols, such as TCP and UDP, ICMP is not typically useapications as a method of
communication. Rooted in the IP portion of TCP/IP, ICMP operates outsideiles of traditional TCP
and UDP.

This isolation from the common data transfer protocols is what gives |C&#® gpwer in troubleshooting
and otherwise managing your network. Its protocol specification ergoyextremely limited set of
commands, which are restricted by design to the tasks of exploring hosetamtknconnectivity and
routing. As such, ICMP traffic is commonly available in all but the miggtijrsecured of networks.

A.4 TL1(Transaction Language 1)

Transaction Language 1 (TL1) is a widely used management protocol mnefemications. It is a cross-
vendor, cross-technology man-machine language, and is widelytaisednage optical (SONET) and
broadband access infrastructure in North America. TL1 is used in thieang output messages that pass
between Operations Systems (OSs) and Network Elements (NEs). Opetati@aiss such as surveillance,
memory administration, and access and testing define and use TL1 esessagccomplish specific
functions between the OS and the NE. TL1 is defined in Telcordia Teg®lformerly Bellcore)
Generic Requirements document @RECORE. TL1 is a set of ASCII-based instructions, or "messages".
These messages enable a human user or an Operations Support Systemri@g®)d@ network element
(NE) and its resources.

In addition to being open, TL1 is powerful because it bridges the gapdretwman users and network
equipment. It is structured enough to be parsed by machines, bueddsse enough to be read by human
operators. Since special decoders or debuggers are not necessasya Tretjuent command line interface
choice for equipment manufacturers. TL1 messages are also embedddtewdtiitabase information
required to interpret the meaning of an alarm.
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B. Appendix — QoS provisioning in 3GPP EPC

Connectivity to Packet Data Networks is provided by PDN connectiorS/B@packet core and in EPC.
A PDN connection comprises several aspects, i.e., IP access, in-band @@®mng, mobility and
charging.

PDN connections are provided by PDP contexts in the 2G/3G core (betwddE #ind GGSN), and EPS
bearers in EPC for E-UTRAN access (between the UE and P-GVérabeptions are available to provide
PDN connection between 2G/3G access and P-GW or E-UTRAN and GGSNarELtE, can access from

a 2G/3G RAN the SGSN through PDP context, have a@oae mapping between PDP contexts and EPS
bearers in the SGSN, and reach the S-GW and P-GW with EPS bearers.

2G/3G supports two types of PDP contexts related to IP connectivw:aiRd IPv6. A PDN connection
in EPC supports IPv4, IPv6 and both IPv4 and IPv6 ad@didéssation to the UE within the same PDN
connection. It can be noted that in 3GPP Release 9, support fotattkaP®P context is also introduced
in the 2G/3G GPRS core network. IP address is allocated during the Attach (R@Rt @stivation)
procedure to the UE. Another option is the usage of DHCPv4 after gitachdure or PDP context
activation. DHCPv6 is not supported. Stateless IPv6 address autoconfiguratgansgspported by sending
routing advertisements through the PDN connection advertising a /64efiit altocated to the specific
PDN connection.

For E-UTRAN access in EPS, EPS bearer is a basic tool to handle QoS. the@&@fhN connectivity is
provided by one default bearer, and optionally other dedicated bearerseBEadiearer is associated with
a set of QoS parameters, and a traffic flow template (TFT) which specifies theefiltafs related to which
IP flows must be mapped to the specific EPS bearer. TFTs may ctrafffim filters for downlink and
uplink traffic (denoted by DL TFT, UL TFT, respectively).

The filter information is typically the 5-tuple of source and destindftoaddresses, transport protocol,
source and destination ports. Wildcards can be used to define afadgdessses or ports. Other parameters
of traffic filters can be the IPsec Security Parameter Index, Type of SéifieB/Traffic Class (IPv6) or
Flow Label (IPv6).

All traffic flows matching the traffic filters of an EPS bearer will getshee QoS treatment. Multiple EPS
bearers can belong to the same PDN connection.

During the Attach procedure, a default bearer is established to provide alwagsnectivity for the UE.
In 2G/3G GPRS core, this looks differently, because PDP contextslgractimated when an application
requests IP connection.

EPS has adopted network-centric QoS control approach, i.e., it is basicalliherfl*GW, which can
activate, de-activate, modify EPS bearers and decide flow mapping toeaRS$s. That is different in pre-
EPS systems. Originally, in 2G/3G GPRS it was only the UE that cotibténiew PDP context activation
and decide about flow mapping to PDP contexts. Then, in 3GPP Releeste/agrk-requested secondary
PDP context activation has been introduced, where the GGSN initiates the creation of a new “bearer” (PDP
context) and assigns IP flows to the bearer. This change is dueitdrdduction of policy control within
the 2G/3G GPRS core and in EPC.

The GPRS Tunneling Protocol (GTP) is responsible for the control of PDP wim&G/3G GGSN core
(GTP-C) and the tunneling of IP packets of the user (GTP-U).

For EPC a new version for the GTP-C has been developed to man8geckfers over the S1, S8/S
interfaces, but the tunneling of user IP traffic remains the same as iThiass called GTPv2.

Depending on the tunneling option, EPS bearers are implemented inrdiffergs.
Figure58 represents the hierarchy and terminology of bearers for E-UTRAN access

For E-E QoS provision, an EPS bearer and an External bearer (notemhdnyatpe MNO) are required. An
EPS bearer consists of an E-RAB and an S5/S8 bearer. An E-RABésciuRadio Bearer and an S1
bearer.
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Figure 58 - Hierarchy of bearers.

Figure59 presents the realization of EPS bearers in the user plane when E-UdRRé&ds and GTP-based

S5/S8 is used
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Figure59 - EPS bearer in E-UTRAN access and GTP-based S5/S8 [4].

Figure 60 illustrates the realization of EPS bearers in the user plane when PMIP/IP a5RE-$5/S8
interface is applied.
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Figure 60 - EPS bearer in E-UTRAN access and PM | P/IP GRE-based S5/S8 [5].

Figure61 illustrates the case of untrusted non-3GPP access when GTP tunnelsegl isetween the P-
GW and ePDG.
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Figure 61 — EPS bearer in case of untrusted non-3GPP access and GTP-based S2b interface [5].

When the EPS bearer is realized with GTP-U tunnels on the S1 intenfhoptonally on the S5/S8, S2a,
S2b interface the QoS is controlled using on-path solution, i.e. bER®r establishment, modification,
deletion procedures of GTPW2-

In Figure59, the EPS bearer is realized with the concatenation of Radio BeareR,-& GI bearer and a
GTP-U S5/S8 bearer.

Figure60illustrates that the EPS bearer consists of the concatenation of the Radio hkar&TahU S1
bearer when PMIP/IP GRE tunneling is used on the S5/S8 interface.

Figure6lillustrates the case of untrusted non-3GPP IP access over S2b inter@&EBVE is used on the
S2b interface, then on-path EPS bearer management is supportedsttveaePDG. However, since the
access network is not managed by the provider, the MNO carmati@rguaranteed QoS services on the
Swu interface between the UE and the ePDG. The UE must establish separatet8ii¢e ijne. a separate
IPSec tunnel) for each PDN connection, when GTP is used on S2b, ematdiimgone mapping of EPS
bearers and IPsec tunnels.

PMIP does not support any QoS bearer concept. When PMIP/IP GRE is ap@me&wmterface then the
transport network layer is responsible to provide appropriate QoS guartmtésservice data flows.

Bearer binding means that the appropriate bearer is allocated for servickwataforder to provide
appropriate QoS treatment. When PMIP tunneling is used then bearer lismutignade on the P-GW but
on the network element where the bearers are ending. Hence,

e in case of PMIP tunneling on S5/S8, the S-GW is responsible for lidadarg,

e in case of trusted non-3GPP access, the gateway, which imple@estbearers for the non-
3GPP access (e.g., High Rate Packet Data Serving GW in cdma2000 acoepsdyida bearer
binding function.

Due to the fact that there is no on-path bearer control between the P-@thedrearer binding function
in case of PMIP-based tunneling, there is a need for off-path polityptorechanism. The Policy Control
and Charging function of EPC generalizes the concept of EPS bearemosittts an off-path bearer
control framework for any access network that includes bearer bingiotidn in its GW.

Packet filters enable the binding of flows to the appropriate EPS beard&t:\FBRAN access, UL TFTs
are deployed the UE (as shown by Figh&eand Figures0). In untrusted non-3GPP access UL TFTs are
deployed in the ePDG (presented in Fig6fg. DL TFTs are deployed always by the Policy Control
Enforcement Function (PCEF) in the P-GW.

If bearer binding function is separated from PCEF, e.g., in ca@kllit-based S5/S8 (illustrated in Figure
60) or S2a, then DL TFTs are also deployed in the GW, which is respormitthe foearer binding function.
P-GW does not need bearer mapping for DL traffic in that case, bytesfitkms bit rate enforcement (for
the aggregate of non-guaranteed bitrate traffic in UL and DL) and chdogitige different IP flows. The
GW which enforces bearer binding can enforce bitrate for GBR traffit.in D
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B.1 QoSfor EPSbhearers

EPS differentiates two types of EPS bearers:

e Guaranteed Bit-Rate (GBR) bearers are typically used for those services whieettériso block
a service rather than degrade already admitted services. E.g., VoIP, videingtiesamefit from
a constant bandwidth, hence GBR is needed to provide satisfactogxpsgence. An important
characteristic of GBR bearer is that it is associated with a certain amount ofidthndw
independently of being utilized or not. The GBR always takes up resaweeshe radio link,
even If no traffic is sent. Hence, in normal cases the GBR bearer shbekpeoence any packet
loss.

e Non-GBR bearers are used for those services which normally deeoquite a constant fixed
bandwidth, such as web browsing, e-mail, chat etc. No transmission reamureserved for non-
GBR bearers.

Dropping a GBR EPS bearer in case of congestion in the network iseceiuthe following situation. The
E UTRAN/UTRAN and the UE support the RFC 3168 Explicit Congestion Natiin (ECN) [6]. The IP
level ECN scheme enables the E UTRAN/UTRAN to trigger a rate adaptation schemagpltbation /
service / transport layer. To make sufficient time available forterehd codec rate adaptation the E-
UTRAN/UTRAN should attempt to not drop any packets on a bearer fomaltgface period of at least
500 ms after it has indicated congestion with ECN on the beangadtets within the packet delay budget.
During this ECN grace period the E-UTRAN/UTRAN should also attempt to me&Gheharacteristics

/ QoS class associated with the bearer. The EPC does not support E-UTRAN/UMRARA "QoS re-
negotiation”. That is, the EPC does not support an eNodeB/RNC initiated beatification procedure.

If an eNodeB/RNC can no longer sustain the GBR of an active GBR bear¢hehelodeB/RNC should
simply trigger a deactivation of that bearer.

An EPS bearer QoS profileowever isbroader than this categorization. It includes the parameters QClI,
ARP, GBR and MBR, defined in the following.

For both non-GBR and GBR services QoS parameters are the following:

e QoS Class Identifier (QCI): QCI is just a pointer to node specific parametieich define what
packet forwarding treatment a particular bearer should receive (schedsligits, admission
thresholds, queue management thresholds, link layer protocol watitn etc.). On radio
interfaces and S1 interface each protocol data unit is indirectly associatezh&i@CI via the
bearer identifier carried in the header. Same applies to S5, S8 if GTRop#seds used. In GTP-
U the identifier is the Tunnel Endpoint Identifier (TEID) conveyed inGfé header. Appendix
B.5 summarizes the characteristics of standardized QCI values. Standa@iizedalues
guarantee that applications receive the same QoS treatment in multi-vendorreauison

e Allocation and Retention Priority (ARP): ARP is used indicate the priorityhie allocation and
retention of bearers. It includes

o  priority level: higher priority establishment and modification requests are i@efir
situations where resources are scarce

o pre-emption capability: if true, then this bearer request could dvay another lower
priority bearer

o pre-emption vulnerability: if true than this bearer can be droppea tgher priority
bearer establishment/modification

QoS parameters for GBR bearer:

e Guaranteed Bit Rate (GBR): is the minimum bitrate that an EPS bearer should get

¢ Maximum Bit Rate (MBR). The MBR limits the bit rate that can be expected podvéded by a
GBR bearer (e.g. excess traffic may get discarded by a rate sliapitign). Currently MBR is
set to the same value as GBR in EPC, i.e., the instantaneous rate can neeatdrdlgn the
GBR for GBR bearers.

Aggregate QoS parameters for non-guaranteed bearers (aggregate values):

e Per APN Aggregate Maximum Bit Rate (APN-AMBR): It defines the total bitratedtsbwed
to be used by the user for all non-GBR bearers associated with a spedifidt is enforced by
P-GW in DL and the UE and P-GW in UL.

e Per UE Aggregate Maximum Bit Rate (UE-AMBR): The UE-AMBR limits the agageditrate
of all non-GBR bearers of the user. It is enforced by the eNod&R iand DL. The actually
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enforced rate is the minimum of the sum of all active APN’s APN-AMBR and the subscribed UE-
AMBR value.

The HSS defines, for each PDN subscription context, the 'EPS subscribedofleSahich contains

e the bearer level QoS parameter values for the default bearer (QCI and ARP) and
e the subscribed APN-AMBR value.

The subscribed ARP shall be used to set the priority level of the &8riparameter ARP for the
default bearer. In addition, the subscribed ARP shall be applied by the R:Gaktting the ARP
priority level of all dedicated EPS bearers of the same PDN connection unpessfia &A\RP priority
level setting is required (due to P-GW configuration or interaction thélPCRF). The pre-emption
capability and the pre-emption vulnerability information for the detaearer are set based on MME
operator policy

The mapping of services to GBR and non-GBR bearers is the choice opehstor, and can be
controlled with static rules in the PCEF, or dynamic PCC and QoS rules b€ @ &dmework.

B.2 QoSfor non-3GPP access

In GERAN/UTRAN accesses a more complicated QoS concept is used, hence operatraging many
of the parameters in practice. That concept is referred to as the release 99 @aB. dtraracteristics are
the following:

e 4 Traffic classes, one mapped at the same time to a PDP context
e 13 attributes, e.g., bitrate, priority, error rate, max. delay etc

For GERAN/UTRAN access to EPS via S4 based SGSN the QoS attributes must be transiatdddsz
99 QoS to EPS QoS parameters, whentor@re mapping of PDP contexts to EPS bearers is performed.
Mapping is described in Annex E of TS 23.401 [4].

B.3 QoS enforcement in EPS

The following QoS treatment functions are deployed in the user planeUFfRAN and EPC. The
maximum granularity of QoS control achieved by these functions is tBebE&rer granularity.

e PCEF enforces traffic gating control for UL and DL based on policies
e mapping packets to actual EPS bearer using TFTs:
o UE for UL
o P-GW for DL, if GTP-based S5/S8
o S-GW for DL, if PMIP-based S5/S8
e admission control (bearer establishment, modification) and preemption hafciingestion
control, bearer drop) when resources are scarce, using the ARffetentiate the handling of
bearers:
o eNodeB
o P-GW, if GTP-based S5/S8
o S-GW if PMIP-based S5/S8
e rate policing
o eNodeB enforces the maximum rate for the aggregate of non-GBR befategdJE in
UL and DL, based on the UE-AMBR UL and DL values.
o P-GW enforces the maximum rate for the aggregate of non-GBR betiteedJE in UL
and DL, using APN-AMBR values for UL and DL
o eNodeB enforces GBR/MBR for GBR-bearers in UL
o P-GW enforces GBR/MBR for GBR bearers in DL, if GTP-based S5/S8
o S-GW enforces GBR/MBR for GBR bearers in DL, if PMIP-based S5/S8
e queue management, scheduling and configuration of L1/L2 protocolenforce QCI
characteristics, such as packet delay budget and packet loss in E-UTRAN
o eNodeB in UL and DL
e map QCI to DSCP for IP transport network between EPC elements, e.g.:
o eNB, S-GW, for IP transport between eNodeB ar@\8-
o S-GW, P-GW, for IP transport between S-GW and P-GW
e enforce QoS on the path of EPS bearers in the transport network layer
o routers, switches deploy queue management, UL/DL scheduling

Version: Final Pagel07(113)



SIGMONA D3.1
B.4 Policy and charging control in 3GPP

Policy and charging control (PCC) provides QoS and charging contropérators. It provides a general,
centralized framework to control the QoS procedures of heterogeneous retvesrks. It supports control
of the user plane for IP Multimedia Subsystem (IMS) and non-IMS serviceslves the problem of
lacking on-path QoS control in case of non-GTP based tunneling optioof-pgth control using the
Diameter protocol, if the access network provides QoS bearers.

The ‘bearer’ in PCC denotes an IP data path with desired QoS characteristics, hence is more generic than
EPS bearer/ PDP context and access agnostic. Multiple service sessions aaspoetéd over the same
bearer. PCC enables service-aware QoS control, having higher granb&arithie bearer-level QoS control
provided by EPS bearers. PCC allows QoS control over wireless non&6&$3 networks, such as HRPD
and WiMAX. For the fixed access, interworking with policy control has notecas far as for the wireless
access. It supports policy control in roaming scenarios as well.

B.4.1 Diameter QoS application for the support of IntServ and DiffServ

Two concepts for applying QoS are the Integrated and Differentiated Services. ImS&ron per
flow/service level and is based on RSVP signaling protocol. Basically theessemds RSVP path message
and requests from each network node up to the receiver to reserve capiiity. The nodes reply with
an RSVP RESV message that contains a confirmation of the reserved bandwédii tfiihuge signaling
overhead the Intserv approach is not widely used today. The onlyvgheee it is still popular is MPLS
traffic engineering clouds. Therefore the extension of RSVR - RSVRsTuEed for reserving huge
capacities in providers’ core networks.

DiffServ is based on bits marking in the IP packet/Ethernet Frame headersaffic shall be marked as
close to the source as possible, then it could be policed, shaped andtgueugitbut the networks till the
recipient of the packet. Differentiated services are usually statically configuted aptwork nodes, have
no signaling overhead and could be met in all kinds of netwtBks: Telecoms, Mobile, Cable and even
Enterprise still use them today.

Dynamic QoS enables per service and per subscriber level QoS rule setting. &lseneeeal approaches
for implementing Dynamic QoS in Service provider networks. 3GRIBtad the Diameter protocol with
QoS extension in the Policy Control and Charging (PCC) function.

Diameter QoS application runs between a network element (NE) acting as a DiameteraGtiethe

resource Authorization Entity (AE), acting as a Diameter Server. Fafupeesent the high-level picture
of the QoS authorization architecture using the Diameter QoS application.

Caameter
Saver

S Chaac

Ciansdng
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Camiim s | ' Moy ow

NE el el -—p{ HE  r—

Figure 62 - Architecturefor Diameter QoS Application [2].

There are three different categories of endpoints:

e Category 1: Application endpoint has no QoS control capability neither dicatmm nor on
network level

e Category 2: Application endpoint has QoS control capability on application level SEg
signaling)

e Category 3: Application endpoint has QoS control capability at the network levekeig.up
connection on application level, and translates service characteristics to network)¢vel
requirements locally, and requests the resources through network reig(@lg., Resource
reservation protocol (RSVP) or link-specific protocol)

The diversity of QoS capabilities of endpoints and QoS schemes of ketsabmology leads to the
distinction on the interaction mode between the QoS authorization systamdertying NEs. When the
IntServ scheme is employed by a Category 3 endpoint, the authorizati@spie typically initiated by an
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NE when a trigger is received from the endpoint such as networlsiQo&ing. In the Diffserv scheme,
since the NE is unable to request the resource authorization on its own initieiaethorization process
is typically triggered by either the request of Application endpoint or policiesneddfy the operator.

As a consequence, two interaction modes are needed in support of diffenbiriatidns of QoS schemes
and endpoint's QoS capabilities: Push mode and Pull mode.

B.4.1.1 Push mode

The QoS authorization process is triggered by the Application serverlocddynetwork conditions (e.g.,
time of day on resource usage and QoS classes), and the authorization deesimtali@d by the AE to
the network element on its own initiative without explicit request. In dsupport Push mode, the AE
(i.e., Diameter server) should be able to initiate a Diameter authorization session tondcatenwith the
NE (i.e., Diameter client) without any pre-established connection from themetlement.

B.4.1.2 Pull mode

The QoS authorization process is triggered by the network signaling re@eirednd-user equipment or
by a local event in the NE according to pre-configured policies, and authoridatiesions are produced
upon the request of the NE. In order to support Pull mode, the NED(iaeneter client) will initiate a
Diameter authorization session to communicate with the Authorizing Entity i@meter server). For
Category 1 and 2 Application endpoints, Push mode is required.

For a Category 3 Application endpoint, either Push mode or Pull modebenaged. Push mode is
applicable to certain networks, for example, Cable network, DSL, Etherdddjffserv-enabled IP/MPLS.
Pull mode is more appropriate to IntServ-enabled IP networks or ceitalless networks such as the
General Packet Radio Service (GPRS) networks defined by the Third Genemtioership Project
(3GPP). Some networks (for example, Worldwide Interoperabilitiiforowave Access (WiMAX)) may
require both Push and Pull modes.

B.4.2 PCC architecture
Figure63 presents the PCC architecture.
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Figure 63 - Overall PCC logical architecture (non-roaming, SPR is used) [3].

The elements related to Policy control are the following:

e Application Function (AF): the AF interacts with services that require dynamic PGCIrE.
case of IMS, AF is the P-CSCF. The AF extracts session informationfeny.Service
Description Protocol field), and sends the information to PCRF over the RiageteBuch
information includes, but is not limited to:

o |P filter information to identify the service data flow for policy control andiéferentiated
charging;
o Media/application bandwidth requirements for QoS control.

In addition, for sponsored data connectivity:
e the sponsor's identification,
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e optionally, a usage threshold and whether the PCRF reports these eveatARo
¢ information identifying the application service provider and application (e.g. SDFs,
application identifier, etc.).

The AF can also subscribe at the PCRF to the notification of events in thelkyetucdt as IP
session termination or access technology type change.

e Subscription Profile Repository: provides user specific policies and data overititer&ze.

e Policy and Charging Rules Function (PCRF): it receives session infommti®x, subscriber
specific policies over Sp, access network information over Gx, or if BBiERIsed, than over
Gxal/Gxc. Operators can configure policies in the PCRF, which must applied tosgiwtes.
Based on those information it brings service-session level policy dec@idngrovides them to
PCEF and optionally to BBERF. PCRF also sends event reports fo&# Bnd optionally the
BBERF to the AF, e.g., for video/audio codec adaptation.

e Policy Control Enforcement Function (PCEF): enforces policy de@diased on the PCC rules
provided by PCRF over the Gx interface. It may perform measurewfamgsr plane traffic (e.g.,
data volume, session duration). It reports the usage of resourcéfliieraharging and interacts
with online charging.

e Bearer Binding and Event Reporting Function (BBERF) is requiredainpath QoS negotiation
is available (by GTPv2-C), and DSMIPV6/IPsec or PMIP/IP GRE tunnels etlebe$ween the P-
GW and the access GW of the UE, not capable of implementing QoS Heates services of
the UEs. BBERF is responsible for bearer binding and QoS enfentedmased on QoS rules
provided by the PCRF over the Gxa/Gxc interface. Furthermore it is wiBjgoiior event
reporting towards the PCRF, about access network type, bearer stateegindfotimation.

Policy control comprises gating control and QoS control. Gating control iedfyy the PCEF on a per
service data flow basis.

B.42.1 PCC rule(PCEF)vsQoSrule (BBERF)

The Policy Control and Charging rule (PCC rule) comprises the iatiwmthat is required to enable the
user plane detection of, the policy control and proper charging foviaesdata flow. The packets detected
by applying the service data flow template of a PCC rule are designaedce slata flow.

Two different types of PCC rules exist: dynamic PCC rules and pre-def®@dwes. The dynamic PCC
rules are provisioned by the PCRF via the Gx reference point. Pre-défid€drules are directly
provisioned into the PCEF and only referenced by the PCRF. While packstifilerdynamic PCC rule
are limited to the five tuple of source and destination IP, source destinatipnrgnsport protocol, and
some more header fields, the pre-defined PCC rules may use DPI fiiltemsore fine-grained flow
detection, charging control. Those filters are not standardized by 3GPP. ApBahgresents the main
elements of a dynamic PCC rule. TS 23.203 [3] contains more detaP6nrules. There are both
mandatory and conditional fields, denoted in Appendix B.6.

In case of off-path QoS control, PCRF needs to provide QoS informatibe BBERF via the Gxa/Gxc
reference points. QoS rule includes only a subset of PCC rule, bubhwitame service-level granularity.
It includes hence typically the filter information (SDF template, precedeQo8 parameters (e.g., QCI,
bit rates), but not charging-related information.

B.4.2.2 Network-initiated and UE-initiated QoS control

For services provided by the access provider, such as IMS voice, moleke.Tthe network-initiated QoS
control procedure is preferable. For service that are not known by the opeiatimitiated QoS control is
possible.
A network-intiated QoS control procedure may have the following steps:
6. Application level signaling between the UE and the AF (e.g., SIP, SDP)
7. Session information provision from the AF to the PCRF (over theefexance point). In case of
IMS services, the SDP information is mapped to QoS information, such as bitrates bgygic
8. The PCRF may request subscriber-related information from the SPR
9. PCRF makes policy decision based on session information, operator-dedinéce policies,
subscription information and generates PCC / QoS rules
10. PCC rules are pushed by the PCRF to the PCEF and PCEF emffierpedicy and charging rules,
and, conditionally, if BBERF is required, then QoS rules are pushed to theB&®REnstalled.

An UE-initiated QoS control procedure may have the following steps:
1. Application level signaling between the UE and the AF (e.g., SIP, SDP)
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2.

~

Session information provision from the AF to the PCRF (over theefexance point). In case of
IMS services, the SDP information is mapped to QoS information.

The PCRF may request subscriber-related information from the SPR.

The application on the UE side makes request through vendor-specificféxPtise access
interface, to request the needed QoS resources.

UE sends resource request, including QoS class, packet filters for the serladdTRAN that
is called UE-requested bearer resource modification. In GERAN/UTRAN, it is redyzed
secondary PDP context activation/modification

If BBERF exists, it initiates PCRF interaction over GXa/Gxc interface. If thare BBERF, the
PCEF initiates PCRF interaction over Gx interface.

Same as step 4 in network-initiated case.

Same as step 5 in network-initiated case.
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B.5

Characteristics of standardized QCI values

Table 1 - Standardized QCI characteristics (see TS 23.203 [3] for details)

QCl  Resource Priority Packet Packe Example Services
Type Delay Error
Budget Loss Rate
1 GBR 2 100ms  1E-2 Conversational Voice
2 4 150ms 1E3 Conversational Video (Live Streaming)
3 3 50ms 1E-3 Real Time Gaming
4 5 300ms 1E-6 Non-Conversational Video (Buffered
Streaming)
5 Non-GBR 1 100ms 1E6 IMS Signalling
6 6 300ms 1E-6 Video (Buffered Streaming), TCP-based
(e.g., www, e-mail, chat, ftp, p2p file
sharing, progressive video, etc.)
for Multimedia Priority Service subscribers
7 7 100ms 1E-3 Voice, Video (Live Streaming), Interactive
Gaming
8 8 300ms 1E6 same as for QCI=6,
for premium subscribers
9 9 300ms 1E6 same as for QCI=6,
for non-privileged subscribers
B.6 Elementsof adynamic PCC rule
Table 2 — Elements of a dynamic PCC rule.
Information name | Description Presence
of field in
QoS rule
Rule identifier Uniquely identifies the PCC rule, within an IP-CAN session. X
It is used between PCRF and PCEF for referencing PCC rules.
Service data flow detection
Precedence Determines the order, in which the service data flow templatey X
applied at service data flow detection, enforcement and charging.
Service data flow Either a list of service data flow filters or an application identifier { X

template

references the corresponding application detection filter for the dete
of the service data flow.

Charging

Charging key

The charging system (OCS or OFCS) uses the charging key to dete
the tariff to apply to the service data flow.

Service identifier

The identity of the service or service component the service data fli
a rule relates to.

Sponsor Identifier

An identifier, provided from the AF which identifies the Sponsor, u
for sponsored flows to correlate measurements from different fase
accounting purposes.

Application Service
Provider Identifier

An identifier, provided from the AF which identifies the Applicati
Service Provider, used for sponsored flows to correlate measure
from different users for accounting purposes.

Charging method

Indicates the required charging method for the PCC rule.
Values: online, offline or neither.

Measurement Indicates whether the service data flow data volume, duration, com
method volume/duration or event shall be measured.
This is applicable to reporting, if the charging method is online oneff
Note: Event based charging is only applicable to predefined PCC
and PCC rules used for application detection filter (i.e. with
application identifier).
Application An identifier, provided from the AF, correlating the measurement fol
Function Record Charging key/Service identifier values in this PCC rule with applica
Information level reports.
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Information name | Description Presence
of field in
QoS rule
Service  identifier| Indicates that separate usage reports shall be generated for this ¢
level reporting identifier.
Values: mandated or not required
Policy control
Gate status The gate status indicates whether the service data flow, detected
service data flow template, may pass (Gate is open) or shall be dis(
(Gate is closed) at the PCEF.
QoS class identifier | Identifier for the authorized QoS parameters for the service data flg X
UL-maximum The uplink maximum bitrate authorized for the service data flow X
bitrate
DL-maximum The downlink maximum bitrate authorized for the service data flow| X
bitrate
UL-guaranteed The uplink guaranteed bitrate authorized for the service data flow | X
bitrate
DL-guaranteed The downlink guaranteed bitrate authorized for the service data floy X
bitrate
Redirect Redirect state of the service data flow (enabled/disabled)
Redirect Destination Controlled Address to which the service data flow is redirected v
redirect is enabled
ARP The Allocation and Retention Priority for the service data flow consig X
of the priority level, the pre-emption capability and the pretémp
vulnerability
PS to CS sessio| Indicates whether the service data flow is a candidate for vSRVCC| X
continuity
Access Network I nfor mation Reporting
User Location| The serving cell of the UE is to be reported. When the correspol X
Report bearer is deactivated, and if available, information on when the UE
last known to be in that location is also to be reported.
UE Timezone| The time zone of the UE is to be reported. X
Report

Usage M onitoring Control

Monitoring key

The PCRF uses the monitoring key to group services that share aqg

allowed usage.
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